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Preface

Welcome to the Proceedings of ICCHP 2024!

We are proud to put the proceedings of the 19th edition of the ICCHP conference in
your hands. Since its inception in 1989, ICCHP has evolved to become one of the largest
scientific conferences on accessibility, assistive technologies and digital technology-
enhanced inclusion. Even if the digital revolution is still accelerating, ICCHP keeps
its user-centered focus on socio-technical innovation and aims at integrating the rapid
technological deployments into a more inclusive, flexible, personalized and adaptable
digital society. This allows global technical, political, legal and social developments to
be reflected in the frame of the ICCHP topics eAccessibility, assistive technologies and
digital inclusion and in relation to such domains as eHealth and eCare, eLearning and
eInclusion, eDemocracy and eGovernment, eServices and social inclusion, ambient and
assisted active living, accessible traveling and tourism, user-centered design for all, and
many other research fields.

We are proud and thankful that the call for contributions was answered by about
200 researchers and experts from more than 50 countries from all continents, with 266
submissions in all. ICCHP ran a highly competitive process for selecting the contribu-
tions for publication and presentation. The Program Committee including 140 experts
guaranteed that each paper was reviewed by three to five experts in a double-blind pro-
cess. One member of the panel of 17 conference chairs assessed the review results of
each contribution and brought it into discussion at the decision meeting. This two-phase
selection procedure guaranteed the high scientific quality, making ICCHP unique in
our field. 104 contributions got accepted and you will find them in these proceedings
embedded in thematically grouped chapters.

The contributions are grouped in chapters which are based on Special Thematic
Sessions (STS) prepared and promoted by researchers and experts in these very spe-
cific domains. The introductions to the STSs provide the reader with a comprehensive
overview of both the scientific field and the contributions included. With this approach
ICCHP provides proceedings which are well readable and understandable to those in
but also beyond our field, making them to a key reference for the science, research
and practice for the implementation of a more open and accessible mainstream digital
society.

ICCHP 2024 was hosted on July 8–12, 2024, at Johannes Kepler University Linz,
providing an accessible event open to everyone interested in new and original ways to
put technology at the service of people living with a disability. Participants contributed
to the conference in multiple ways:
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• Scientific contributions, which underwent the rigorous peer review process and are
now available in two different publications:

• these Springer Lecture Notes in Computer Science (LNCS) volumes, which focus
more on the development, engineering and computer science perspective of Assistive
Technology and Accessibility, and

• theOpen Access Compendium “Assistive Technology, Accessibility and (e)Inclusion”
(OAC), which focuses more on research related to policy, education, implementation
and the social services perspective.

Papers accepted for both publication channels were presented in integrated thematic
sessions, which facilitated a unique cross-disciplinary view and discussion in the special-
ized domains. The STS introductions included in these LNCS proceedings also reference
and discuss the OAC contributions.

• Inclusion Area contributions, which provided a space for discussion, collaborations
and participation of multiple stakeholders. Contributions to the Inclusion Area were
reviewed by the program committee and were presented at the conference in different
formats including workshops, tutorials, seminars, posters and policy sessions, where
participants showcased projects, products and services. Inclusion Area contributions
are published in the digital Book of Abstracts, which collects short descriptions of
all contributions to the conference.

• Students presented their ongoing research at The Young Researchers’ Consortium.

We would like to thank the Panel of Chairs, the Young Researchers Committee,
the Inclusion Area Committee, the International Scientific Committee, the Organizing
Committee and the student volunteers who dedicated precious time and efforts to the
organization of this event. We thank all those who helped to put ICCHP in place and
thereby supported the AT, digital accessibility and a better quality of life for people with
disabilities. Special thanks go to all our supporters and sponsors, displayed at: https://
www.icchp.org/sponsors-24.

Moreover, we want to thank all of the participants at the conference for furthering
the mission of ICCHP, based on the belief that technology can contribute to breaking
barriers, empowering people and enhancing equity and inclusion for people with all
abilities.

July 2024 Makoto Kobayashi
Klaus Miesenberger

Petr Peňáz

The original version of this book had a typing error in the name of the third editor. “Makato
Kobayashi” should have been “Makoto Kobayashi”. This has now been corrected. A correction
to this book can be found at https://doi.org/10.1007/978-3-031-62846-7_62

https://www.icchp.org/sponsors-24
https://www.icchp.org/sponsors-24
https://doi.org/10.1007/978-3-031-62846-7_62
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Action Recognition from 4D Point Clouds for Privacy-Sensitive Scenarios
in Assistive Contexts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

Irene Ballester and Martin Kampel

“What does THIS Mean?”: A Collaborative Expert Evaluation of Health
Data Representations for Older Adults . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

Peterson Jean, Emma Murphy, and Enda Bates

Customizing Seniors’ Living Spaces: A Design Support System
for Reconfiguring Bedrooms Integrating Ambient Assisted Living
Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373

Daniele Spoladore, Federica Romagnoli, Tiziana Ferrante,
Marco Sacco, Marta Mondellini, Atieh Mahroo, and Teresa Villani



xxvi Contents – Part II

Advanced Technologies for Innovating Inclusion and Participation in
Labour, Education, and Everyday Life

The Intention of Professionals to Use Extended Reality to Train Vocational
Skills for Persons with Intellectual Disabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385

Ting-Fang Wu, Hui-Shan Lo, Tien-Chi Huang, and Jon-Chao Hong

Designing Smart Diary and Distraction Tasks to Manage Panic Attacks . . . . . . . 393
Anett Bartucz and Cecilia Sik-Lanyi

Augmented Reality Training Application for Cleaning Activities:
Empowering People with Special Needs for the Il Seme Social Cooperative . . . . 400

Mario Covarrubias, Kavin Prakasam, Giulia Stevanoni,
Keerthivasan Dhandapani Ramesh, Samuele Sergio Fontana,
and Giuseppe Andreoni

BRAVE: Bio Responsive Alert VEst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406
Fabio Salice, Elisa Magosso, Sofia Re, Marco Golino,
Andrea Masciadri, and Sara Comai

Design and Preliminary Validation of an Assisted Driving System
for Obstacle Avoidance Based on Reinforcement Learning Applied
to Electrified Wheelchairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 414

Federico Pacini and Luca Fanucci

Open Sesame! Use of Headphones at Work Considering Social Acceptance . . . . 420
Jan Schmalfuß-Schwarz, David Gollasch, Christin Engel,
Meinhardt Branig, and Gerhard Weber

Disability, Inclusion, Service Provision, Policy and Legislation

Disability, Inclusion, Service Provision, Policy and Legislation:
Introduction to the Special Thematic Session . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433

Weiqin Chen

Trends in Technology for People with Special Needs: A Literature Review
of 20+ Years of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 440

Björn Fisseler

How to Overcome Dissemination Challenges for Technical Solutions
for Participation: A Journey from Research Prototypes to User-Centric
Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449

Nele Maskut, Leevke Wilkens, Susanne Dirks, Miriam Bursy,
Vanessa Heitplatz, and Lukas Baumann



Contents – Part II xxvii

Correction to: Computers Helping People with Special Needs . . . . . . . . . . . . . . . . C1
Klaus Miesenberger, Petr Peňáz, and Makoto Kobayashi
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Abstract. This STS prolongs the long-lasting series of publications focusing on 
digital accessibility as one of the key pillars of ICCHP since its start in 1987. This 
session consists of a wide range of publications, which tackle different dimensions 
of software and document accessibility. The topics range from as wide as software 
engineering processes in general to as specific as an example of a concept of an 
accessible illustrated digital book. The vast array of interests and varying levels 
of specificity within different topics highlights the broadness of the research area 
and the ample room for further exploration. 

Keywords: Software accessibility · Digital Accessibility · Web accessibility · 
Web accessibility evaluation · PDF accessibility · eBooks · Assistive 
technologies 

1 Introduction 

Due to its multimedia potential for adapting, optimizing, and presenting content for dif-
ferent senses (vision, hearing, haptic) and the multiformity of input and manipulation 
through a broad range of assistive technologies (AT), digital technology has become 
the central convergence point for supporting people with disabilities in society The 
more digital advancements occur due to the digital revolution, the greater the potential 
for interaction among mainstream digital technology, standardized Human-Computer 
Interface, and digital assistive technology (AT). This interplay only works if acces-
sibility is considered and respected in all stages of design, development and content 
generation/provision. 

There is an enormous inclusive potential based on adaptability and personalization 
which no other technology so far could provide. Therefore, the potential and the need
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to respect accessibility has been promoted by the stakeholder groups of people with 
disabilities, started by the independent living movement in parallel to the upcoming 
digital revolution over the last 50 and more years. 

Due to its obvious benefits for the target group, service providers, and the social 
sector, along with its positive impact on general usability and fostering a more open 
and democratic society, accessibility has gained recognition as a key socio-technical 
principle in policy, legislation, and administration. This recognition is best underlined 
by the UN Convention on the Rights of People with Disabilities (UNCRPD) [1] and the 
related legal implementations (e.g. the Americans with Disabilities Act [2], the European 
Disability Act [3], …). 

In particular, digital accessibility has been on the agenda of IT R&D and industry 
over the last decades leading well elaborated standards and techniques, developed in a 
global cooperation of all stakeholder groups and available at platform-independent level 
(e.g. W3C/WAI/WCAG [4], EN 301 549 [5], ISO/IEC Guide 71:2014 [6], ISO 14289 
(PDF/UA) [7], DAISY Consortium [8], etc.). 

Today, when prominent voices such as Jakob Nielsen [9] outline that “Accessibility 
has failed,” we have to and can give a strong answer to emphasize the remarkable 
progress, to show that these principles and standards are implemented and well-supported 
across all major platforms for system design, development and implementation. This 
stands as one of the key outcomes of the global digital accessibility cooperation.1 

But we have to take these critiques and concerns seriously. It is evident that accessi-
bility has a “last mile problem” in terms of uptake by everybody for any piece of digital 
content. Very often accessibility is not implemented and part of our day-to-day practice. 
Even within the sector itself, we can find many examples of non or poor digital acces-
sibility. There is a strong need for further R&D to better support the implementation 
of accessibility in the design, engineering and content provision process at the level of 
Integrated Development Environments (IDEs), Content Management Systems (CMS) 
and content development/provision at web, document or software level in general. 

Therefore, the question is no longer whether to implement digital accessibility, but 
rather how to do so efficiently and effectively in the design, engineering, and content 
provision process. 

2 Overview of the Contributions 

The compilation of contributions presented in this STS offers a comprehensive overview 
of the current state and future directions in accessibility research and practice. With a 
total of fourteen papers [10–23], the collection is organized into four thematic themes 
that collectively address the vast spectrum of accessibility concerns within the digital 
landscape. This organization not only facilitates a focused exploration of each theme 
but also highlights the interdisciplinary nature of accessibility efforts, underscoring the 
importance of collaboration across various domains to advance digital inclusivity. 

The first theme, “Accessibility in the engineering, design, content provision, and 
administration process,” encompasses papers that delve into the foundational aspects of 

1 ICCHP 24 plans for a keynote and a panel discussion on this topic which is closely related to 
this STS.
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creating accessible digital environments. This group stresses the importance of integrat-
ing accessibility from the beginning of engineering and design processes through content 
provision and administrative practices, advocating for a proactive approach throughout 
the developmental lifecycle. 

The second theme, “Mobile accessibility,” focuses on the challenges and opportuni-
ties associated with making mobile technologies accessible to all users, including those 
with disabilities. Papers within this group explore the usability and accessibility barri-
ers present in mobile applications. The papers highlight the need for inclusive design 
practices, to ensure mobile technologies bridge, not hinder, digital participation. 

“Digital document accessibility” forms the third theme, concentrating on the acces-
sibility of digital documents, with a particular focus on PDFs. This section sheds light 
on the significant challenges faced in making academic publications and other digi-
tal documents accessible. The contributions explore innovative approaches for creating 
accessible PDFs and highlight the urgency of addressing document accessibility in the 
broader context of digital inclusivity. 

The final theme, “Evaluation of and Education for Accessibility,” addresses the crit-
ical role of evaluation tools and educational initiatives. This theme includes studies on 
developing tools for assessing digital content accessibility and curriculums for edu-
cating novices and experts. It emphasizes continuous assessment and improvement in 
accessibility practices and fostering understanding through hands-on learning. 

The contributions in this STS offer valuable insights into digital accessibility, empha-
sizing its multifaceted nature. Grouping the papers into four thematic areas underscores 
the interconnectedness of engineering, design, mobile technologies, digital documents, 
and educational efforts in promoting digital inclusivity. Each theme contributes to a holis-
tic understanding of the challenges and opportunities, reflecting a collective commitment 
to a more inclusive digital future. 

2.1 Accessibility in the Engineering, Design, Content Provision 
and Administration Process 

Many accessibility issues arise due to a lack of consideration for accessibility in the pro-
cess. Even if accessibility is integrated into all platforms and technically well-supported, 
it is frequently disregarded during the process. In the landscape of digital innovation and 
technical infrastructure, ensuring accessibility for all individuals, including persons with 
disabilities, is paramount. A collection of studies sheds light on the strides being made 
towards integrating accessibility into various facets of engineering, design, content provi-
sion, and administrative processes. These studies not only highlight the challenges faced 
in making technologies and environments accessible but also propose forward-thinking 
solutions and frameworks aimed at overcoming these obstacles. 

Accessibility within the Software Engineering (SE) Process is a well-researched, 
complex and broad field. Despite substantial research efforts in the past, several areas 
remain without definitive frameworks and proposals, warranting further investigation. 
Rajh et al.’s Systematic Literature Research paper about SE Process and Integrated 
Development Environments [10] aims to provide an overview of previous research within 
the field and identify any potential gaps in the literature. By performing a SLR about pre-
vious related SLRs and a new SLR, the authors were searching for guidelines, standards,
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methods, techniques and tools available to support development of accessible software. 
In addition, they wanted to know how accessibility support is involved in IDEs. While 
many resources were identified, the literature on accessibility integration in IDEs was 
found to be sparse. Furthermore, the lack of approaches encompassing all phases of the 
SE process was also emphasized. 

Engaging end-users in the design process isn’t merely one strategy; rather, it can 
significantly enhance the ability to create inclusive products and services. In Gordon 
et al.’s work “Towards a Framework of Inclusive Software Design Process and Practices” 
[11] multiple design models and design processes of end-user involvement are explored, 
to deepen understanding of applying inclusive design in real-world software projects 
and improve facilitating participatory processes in the software industry. 

The paper “Empowering Ethical Assistive Technologies: A User-Centric Consent 
Control Interface”, by Vaidya and Stiernet [12], presents an innovative solution, the 
User-Centric Consent Control Interface (UCCCI), designed to address privacy concerns 
and empower users, including those with disabilities, to have control over their data and 
the technologies they utilize. This initiative is pivotal in fostering trust and reliability 
in assistive technologies by prioritizing user autonomy, privacy, and transparency. By 
providing users with intuitive mechanisms for managing consent, the UCCCI exempli-
fies a significant advancement in the ethical development and deployment of assistive 
technologies, ensuring they are both accessible and respectful of user rights. 

2.2 Mobile Accessibility 

The examination of user experience inequalities, particularly within mobile applications, 
underscores a significant concern: mobile interfaces and applications, while designed to 
enhance convenience for sighted users, often inadvertently erect barriers for users with 
disabilities. To tackle those inequalities, Tanwar and Rao [13] performed usability tests, 
to reveal user experience elements that create barriers for people who rely on screen 
readers in their paper “Inequality In User Experience: Can Mobile User Interfaces That 
Help Sighted Users Create Barriers For Visually Challenged People?”. 

The discussion around the accessibility of mobile apps for students in higher edu-
cation further amplifies this concern. Mobile applications, especially those aimed at 
supporting mental wellbeing, are critical tools that can offer support and resources for 
students facing stress, anxiety, and other mental health challenges. To understand the 
digital barriers and present recommendations, Simsek and Chen [14] performed a heuris-
tic evaluation and user testing, described in “The Accessibility and Usability of Mobile 
Apps for Students’ Mental Wellbeing in Higher Education”. 

A promising approach for addressing these accessibility challenges is use of simula-
tion frameworks, as described by Garfias and Namboodiri in “On the use of a Simulation 
Framework for Studying Accessibility Challenges People with Disabilities within Indoor 
Environments” [15]. By simulating real-world environments and scenarios, developers 
and designers can gain insights into the barriers faced by persons with disabilities. Sim-
ulation frameworks, facilitating controlled testing of accessibility features, can bridge 
the gap between current mobile app accessibility and universal design ideals.
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2.3 Digital Document Accessibility 

The discourse on digital document accessibility, with a particular focus on PDFs, 
is enriched by the findings from four pivotal studies. They collectively advance our 
understanding of the barriers and opportunities for document inclusivity enhancements. 

Pierrès et al.’s [16] work on PDF accessibility in international academic publishing 
highlights a significant issue: the systemic inaccessibility of PDF documents dissemi-
nated by academic publishers. This study illuminates the challenges faced by users with 
disabilities, stemming from the lack of structured tagging and metadata that are crucial 
for screen reader compatibility. This absence not only impedes access to scholarly work 
but also contradicts the foundational principles of academic inclusivity and knowledge 
sharing. 

Meanwhile, Szentirmai et al.’s [17] reflection on “The Accessibility Paradox” con-
fronts the ironic reality that research dedicated to accessibility often fails to adhere to 
accessible publishing practices. This paradox not only highlights a gap in the commit-
ment to inclusivity among researchers and publishers but also calls for a cultural shift 
towards consistent implementation of accessibility standards in academic outputs. 

Osthof et al.’s [18] examination of tools designed to remediate PDF accessibility 
issues complements this by identifying critical usability challenges in leading accessibil-
ity tools. The findings, indicating that none of the evaluated tools achieved a satisfactory 
usability score, underscore the necessity for more intuitive, user-friendly solutions that 
empower users to create accessible documents without undue burden. 

Further enriching this dialogue, Gharbieh et al. [19] in “Flexi Picture eBook (FPB)” 
introduces an innovative approach to improving digital content accessibility beyond 
textual data. By focusing on adaptable non-text elements, the study presents a model 
for enhancing the usability and accessibility of complex content formats within digital 
documents. This approach not only addresses the needs of users with visual impairments 
but also sets a new standard for the design of inclusive digital educational materials. 

2.4 Evaluation of and Education for Accessibility 

Lange et al.’s work on “Tools for Novice and Expert Accessibility Professionals” [20] 
highlights the pressing need for next-generation web accessibility evaluation tools that 
cater to a diverse user base. The study underscores the importance of redesigning tool 
lists to be more intuitive and user-friendly, thus enabling both novice and experienced 
professionals to efficiently find and utilize the right tools for accessibility evaluation. 
This initiative aligns with the broader goal of universal digital accessibility, enabling 
everyone to contribute to accessible digital environments. 

Complementing the push for better tools, Ara and Sik-Lanyi [21] introduce a declar-
ative model, a sophisticated approach aimed at refining the accuracy and reliability of 
automated web accessibility testing tools. By addressing the limitations of existing tools, 
Ara’s model proposes a comprehensive framework that incorporates updated guidelines, 
user criteria, and a simplified guideline interpretation process. This model is instrumen-
tal in generating more transparent and understandable accessibility evaluation reports, 
making it easier for developers and evaluators to identify and rectify accessibility issues.
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Moreover, the “Developing A Model Curriculum On How To Provide Actionable 
Feedback On Web Accessibility Issues” by Baumann and Dirks [22] emphasizes the 
crucial role of education in promoting web accessibility. By equipping individuals, espe-
cially those with disabilities, with the knowledge and skills to provide actionable feed-
back on accessibility barriers, this curriculum fosters a participatory approach to digital 
accessibility. It highlights the necessity of integrating accessibility considerations into 
the educational programs of Vocational Education and Training (VET) providers and 
Organizations of Persons with Disabilities (OPD), ensuring that future generations of 
digital technology users and developers are well-versed in accessibility principles. 

Petrie and Darzentas’ study on “Introducing Computer Science Students to Design-
ing for Accessibility” [23] further illustrates the importance of hands-on learning acces-
sibility through practical exercises using a low-cost simulation kit. By simulating the 
experiences of individuals with disabilities and aging, this educational approach nurtures 
empathy and insight, encouraging future developers to prioritize accessibility in their 
designs. 

3 Discussion 

The discussion on “Software, Web, and Document Accessibility” emphasizes the vital 
role of accessibility across various digital platforms. These studies stress the need for 
inclusive design practices, advocating for the integration of accessibility considerations 
into the design and development process. They also highlight the importance of using 
tools for accessibility evaluation and promoting accessibility awareness through educa-
tion and training. The interconnectedness of software, web, and document accessibility 
is evident, with advancements in one area driving progress across the entire digital 
accessibility landscape. 

The synthesis of findings from these studies provides a roadmap for advancing digi-
tal inclusivity. By embracing innovative solutions, fostering collaboration among stake-
holders, and prioritizing the needs of individuals with disabilities, we can create a digital 
environment that is accessible, usable, and welcoming to all. The challenge is now to 
translate these insights into actionable strategies for meaningful change in software, 
web, and document accessibility, reflecting the diversity and inclusivity of society. 
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Abstract. Software accessibility, once relatively unknown, is now recognized 
as both crucial and legally mandated, accumulating significant research atten-
tion in Computer Science. While various guidelines, methods, and tools have 
been developed, practical implementation still faces challenges, with persistent 
barriers in many products. Research often focuses on requirements engineering 
and evaluation, neglecting the implementation phase. While acknowledging the 
necessity of including accessibility throughout the engineering process, research 
on comprehensive approaches has been sparse, primarily focusing on requirements 
engineering and evaluation, neglecting implementation phase. We see integrating 
accessibility support into the core of design and development as a crucial step for 
improvements, revealing a need for integrating accessibility evaluation support 
into integrated development environments (IDEs). This paper aims to present a 
collection of techniques, methods and tools that support accessibility involvement 
within different stages of the engineering process, and additionally to provide 
a theoretical foundation for research and development of incorporating accessi-
bility evaluation support within IDEs. Thereafter, we analyzed existing related 
Systematic Literature Reviews (SLRs) and complemented the findings with a new 
SLR. The study provides a solid base for advanced approaches in integrating 
accessibility into software engineering (SE). 

Keywords: Software accessibility · Software engineering · Systematic literature 
review · Integrated development environments · Engineering assets 

1 Introduction 

Most software stakeholders nowadays are aware that they need to make their products 
accessible, but accessibility is still most often considered just as an afterthought in the 
testing process. Numerous researchers [1–3] have emphasized the necessity of consid-
ering accessibility throughout the entire engineering process, primarily focusing on the 
development life cycle. However, the transition from recognizing the importance of
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accessibility to its tangible integration hasn’t been put into practice. This gap may be 
attributed to the limited availability of research addressing the entire engineering pro-
cess comprehensively. While widely acknowledged, there’s a scarcity of approaches that 
efficiently guide involvement throughout the entire process. Even rarer are studies on pro-
cedures, workflows, and technical approaches for integrating accessibility checking— 
based on check tools, assistive technology, manual checking, and code inspection—into 
integrated development environments (IDEs), which is the focus of our research. 

Accessibility not being efficiently integrated into the Software Engineering process 
results in software products at risk of including barriers. This remains a major issue, 
despite extensive research, the availability of many resources, and the expansion of 
global legal requirements. If we look at websites from the European Union’ public body 
sectors, for example, they are obliged by law to be accessible [4]. Nevertheless, the 
results from the first monitoring period of Web accessibility Directive showed that only 
4 out of 800 websites inspected with the in-depth method were fully accessible [5]. 

In order to gain a thorough overview of existing research addressing accessibility 
involvement in SE process, to find potential flaws and needs, we defined the following 
research questions: 

RQ1: What are guidelines, standards, methods, techniques and tools available to support 
development of accessible software? 
RQ2: What are the procedures, workflows and technical approaches for including 
accessibility checking into integrated development environments (IDEs)? 

From our previous research activities, we were aware that multiple SLRs about web 
and/or software accessibility were performed in the past. For this reason, our approach 
involved systematically identifying existing relevant SLRs. We aimed to complement 
existing findings with our supplementary SLR, focusing on the SE process and IDEs. 

To our knowledge, no published SLR has been covering years 2022 and 2023, so we 
decided to only focus on those 2 years for RQ1. Also, none of the existing SLRs focused 
on IDEs, so for RQ2 we did not have timeframe limitations. 

As the paper is an SLR, we aren’t including a separate State of the Art chapter. 
Due to page limitations, we are not able to include all details of our SLR process nor 

list all analyzed papers, however they are available at: https://bit.ly/3TTrfNP. 

2 Methodology 

To perform a SLR, we followed process guidelines proposed by Kitchenham et al. [6]. 
As part of the planning part, we defined two research questions stated above. In 

total we performed three searches, with three search queries: searching for existing 
SLRs related to our topic, searching for answers for RQ1 in years 2022 and 2023, and 
searching for answers for RQ2. 

Search was performed in January 2024. To search for previously done SLRs related to 
our research topic, we searched in the following databases: IEEE Explore, ACM Digital 
Library, Science Direct, Springer Link, Scopus, Web of Science and Google Scholar. 
The selected databases use different syntaxes and advanced searching possibilities, so 
the search strings had to be adapted for each one. Due to limitations of Springer Link

https://bit.ly/3TTrfNP
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and Google Scholar, resulting in over 13,000 results from the former and approximately 
2 million from the latter, we opted not to utilize them for our own SLR addressing RQ1 
and RQ2. 

2.1 Existing SLRs 

Search Query. In their SLR on SLRs, Kitchenham et al. [7] employed 15 search terms, 
whereas we opted for ‘systematic literature review’ only. As of January 28, 2024, their 
paper [6] has garnered 1345 citations on Google Scholar, indicating the widespread 
recognition and usage of the term ‘SLR’ (Systematic Literature Review) in the field. We 
employed the following query (used for IEEE Explore and adapted for other databases): 

(“Document Title”: web accessibility systematic literature review) OR (“Docu-
ment Title”:software accessibility systematic literature review) 

Inclusion Criteria. The title concludes that the paper is an SLR, or similar, related to 
SE as a whole, a part of the process, or otherwise closely related to the topic. 

Exclusion Criteria. Paper is not peer-reviewed, it is not written in English, based on 
abstract it is irrelevant for our topic. 

Search Results. Our search string generated 340 results, which reduced to 31 after 
applying inclusion and exclusion criteria. Removing duplicates left us with 17 studies, 
and two more were found through snowballing. In total, we included 19 papers for data 
extraction. 

2.2 New SLR 

Search Queries. To define a search query for RQ1, we leaned on some of the queries 
from existing SLRs and adapted them for our needs. The following queries were used 
(examples from Web of Science, they were adapted for other DBs): 

For RQ1: web OR software (Title) and accessib* OR disab* OR universal OR 
impair* (Title) and development OR engineering OR process (Topic) and guideline* 
OR standard* OR method* OR technique* OR tool* (All Fields) 
For RQ2: “IDE” OR “IDEs” OR “integrated development environment” OR “in-
tegrated development environments” OR “Visual Studio” OR “Eclipse” (Topic) and 
accessib* OR impair* OR disab* OR universal (Topic) 

Inclusion Criteria. Title concludes that the paper helps with answering either RQ1 or 
RQ2. If it addresses RQ1, the paper must be published in 2022 or 2023. 

Exclusion Criteria. Paper is not peer-reviewed, it is not written in English, based on 
abstract it is irrelevant for our RQs, reading the full text reveals the paper does not answer 
any of our RQs.
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Search Results. Our search string defined for RQ1 generated 153 results, which reduced 
to 92 after applying inclusion and exclusion criteria (without reading the full texts). 
Removing duplicates left us with 63 studies, and after reading the full texts, the final 
number came to 44 papers. 

Our search string defined for RQ2 generated 675 results, which reduced to 12 after 
applying inclusion and exclusion criteria. Removing duplicates and checking access left 
us with 5 papers. 

3 Results 

After data extraction, we grouped identified SLRs into the following thematic sections:

• papers covering the whole SE process (one on model-driven development),
• papers on evaluation methods and automated tools (one focusing on semantic web 

technologies and one on e-government),
• 2 papers on specific type of impairment (dyslexia and cognitive disabilities),
• 4 papers on university/educational web pages,
• and 3 papers addressing contexts beyond traditional software products (serious web 

games, multi-device inclusive environments and digital accessibility). 

Many SLR studies we analyzed focused on guidelines, standards, methods, tech-
niques and tools, which contribute to answering our RQ1. Three of the analyzed SLRs, 
authored by Cruz-Portilla et al. [8], Barroso Paiva et al. [9] and Ara et al. [10], stand out as 
particularly relevant for our research, providing an in-depth examination of accessibility 
within the engineering process and development life cycle, closely aligning with some 
of our research goals and offering valuable insights. Assets identified in all three studies 
were: frameworks, methods, (verification) tools, (accessibility) requirements, processes, 
and techniques. Additionally, the following assets were identified in two or one of the 
above mentioned SLRs: prototypes, approaches, strategies, tests, verifications, evalua-
tions, architecture designs, models, guidelines, patterns, architectures, ontologies, plug-
ins, reports, APIs, vocabularies, repositories, libraries, analyses, systems, assessments, 
suggestions, improvement directions, explanations, cost, opportunity, experience and 
knowledge, metrics, module, algorithm and simulator. 

Another SLR covering the whole SW engineering process [1], explored model-
driven development (MDD) in accessible software engineering. While MDD offers code 
generation from models, existing methods ignore accessibility standards. The authors 
found several solutions, including extensions for including accessibility features. 

Most SLRs were focusing on accessibility evaluations [11–15] and the results show 
that the usage of automated tools is the most frequent technique to evaluate web acces-
sibility. We can confirm the same for the years 2022 and 2023, yet it’s worth noting 
the growing interest in user involvement. Many authors in the early stages of their 
engineering process have expressed intentions to involve users. 

Multiple SLRs [3, 12–16] also provide insights into which automated web evaluation 
tools were used by researchers. AChecker, WAVE, and TAW are the most frequently used. 
After analyzing the papers from 2022 and 2023, we came to the same results. While



Accessibility in the SE Process and in IDEs: SLR 15

the analyzed SLRs had different results when it came to the frequency of usage, we 
identified TAW as the most commonly used, followed by WAVE. 

Dias et al. [17] provide a list of tools not only for web, but also mobile accessibility 
evaluation, together with a list of features that they extracted from their analyzed papers. 
Campoverde-Molina et al. [12] provide a list of manual tools or methods that were used 
in their analyzed papers: JAWS, 2-switch, HCI and questionnaires. Enco-Jáuregui et al. 
[18] focused on web accessibility for people with dyslexia, but they also identified eval-
uation methods in their analyzed studies. The methods were: questionnaires, usability 
tests, interviews, measurements of the eye movements, participant´s reading speed and 
verification list, showing strong user focus. 

Bittencourt et al. [19] analyzed evaluation techniques for multi-device inclusive envi-
ronments. If we sort them by usage, the most common ones are: case study, experiment 
and heuristic evaluations. Here we see the main distinguishment from web evaluations, 
where automated tests are strongly in the lead. 

If we summarize findings from our own analysis, for 2022 and 2023, we identified 7 
guidelines and standards, together with an approach for simplified WCAG represen-
tation. The most studies were addressing WCAG 2.1., just one used the newest WCAG 
2.2. Despite being outdated, also WCAG 2.0 were frequently used. Most studies did not 
state WCAG version they used. 

We identified numerous methods, many of which focus on usability and user involve-
ment. It is worth mentioning that the terminology for these methods does not seem to 
be standardized yet, as many authors use different terms for the same methods. 

We identified 20 techniques that contribute to enhancing or evaluating various 
aspects of software development, such as document enhancement techniques, deep 
learning, simulators, etc. 

The most common tools identified were those for the automatic evaluation of web-
sites, which are widely known. In software engineering practices, it is commonly advised 
to utilize multiple automatic tools, and we also came across a paper proposing a prototype 
that introduces an automatic ensemble of such tools. Additionally, we encountered tools 
supporting other processes in software engineering, some of which are already available, 
while others are still in the conceptual stage. If we mention some: ESALP 2.0 (Educa-
tional System for Accessibility Learning Through Paradigms), a tool for representative 
page sampling and PDF to HTML converter. 

Details and complete lists of identified guidelines, standards, methods, techniques, 
and tools can be accessed via the link provided in the introduction. 

If we also take a look at which phases of the engineering process are the most 
commonly researched, in line with two previous SLRs [9, 10], our findings for 2022 and 
2023 also indicate that testing remained the most researched phase. 

Regarding the answer to our RQ2 we observed that research on involving accessi-
bility into integrated development environments is very limited. There are some papers 
describing how to make integrated development environments accessible for developers 
with different types of impairment, which were not relevant for our research, but very 
few describing how to incorporate accessibility checking support into them, to enable 
development of accessible products. Most are quite outdated and focusing on Eclipse.
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The papers we included in our SLR are ranging from the oldest being written in 2006 
to the youngest being written in 2015. 

Feigenbaum and Squillace [20] introduced an IBM Rule-based Accessibility Vali-
dation Environment called RAVEN. RAVEN is an Eclipse-based tool for inspecting and 
validating Java rich-client GUIs for accessibility. The environment is distributed as a set 
of Eclipse plugins, and can be utilized in the Eclipse workbench. The authors advocate 
that accessibility should be an integral part of the development cycle as well as the test 
cycle and developed RAVEN with this main principle in mind. 

De Branco et al. [21] presented another Eclipse plugin, called AccTrace. In contrast 
to RAVEN, AccTrace is a CASE tool focusing on requirements that were based on the 
Accessibility Tasks Model (MTA). The tool utilizes an ontology to define the technical 
implementation of accessibility and advocated the traceability of accessibility require-
ments from conception through to the coding phases. AccTrace was also identified by 
Barroso Paiva et. al. [9]. 

Another IDE plugin, not for Eclipse, but for NetBeans, is called DIAS. Giakoumis 
et al. [22] presented DIAS, a tool for impairment simulation. UI developers can experi-
ence accessibility limitations through visual, hearing, physical and cognitive impairment 
simulation performed over Java, mobile and web applications. In addition, DIAS inte-
grates two of the most common assistive technologies - screen reader and a magnifier. 
The tool was developed as a standalone version and as a plugin for NetBeans IDE. 

Atterer [23] presented Wusab, a prototype of a model-based automatic usability 
validator that aims to improve web based UIs. The prototype was implemented as a 
Java-based web application, however the author stated that the integration of usability 
validation into web engineering IDEs is one of the aspects that could be inspected in the 
future. 

Another paper involving models, was written by Antonelli et al. [24]. The authors 
aimed to assist developers in creating accessible web menus through a model-driven 
approach, without developers having to know technical details about accessibility. A 
meta-model AMenu (Accessible Menu) that originated the DSL (Domain Specific Lan-
guage) was created. The authors believe that such automated mechanisms can be included 
in CASE tools and IDEs, to propagate developments of accessible systems. 

4 Discussion 

Firstly, we would like to give some thought on the quality of previous SLRs in regards of 
repeatability. Based on Kitchenham et al. [6, 7] the SLR methodology aims to be auditable 
and repeatable. The authors themselves not only provided guidelines for performing 
SLRs [6], but also performed two SLRs of SLRs in the field of SE. More than a decade 
has passed after those studies, but we similarly observed that many SLRs we included 
in our study were lacking transparency and unified methodology approaches. Due to the 
absence of detailed process descriptions, including data synthesis results, many are not 
reproducible. In the case of conference proceedings or other publications limited in the 
number of pages, we suggest that authors provide additional details via an additional 
link, such as Cruz-Portilla et al. [8]. 

After conducting a Systematic Literature Review (SLR) on previous SLRs in the 
field of software/web accessibility and conducting our own SLR, it became evident
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that there are many available guidelines, standards, methods, techniques, and tools that 
contribute to accessible software. The pool of available assets continues to expand, as 
numerous researchers propose modifications to existing ones or develop entirely new 
assets. However, it is crucial to note that most assets are tailored to specific phases within 
the software engineering (SE) process and do not encompass the entire process. Thus, 
there remains a scarcity of concepts that comprehensively address the entirety of the SE 
process. 

Our research also focused on integration of accessibility in integrated development 
environments. We identified that insufficient research has been conducted in this area, 
or more precisely, to our knowledge very limited research has been undertaken on the 
integration of accessibility evaluation support in integrated development environments, 
mostly focusing on some custom-made plugins. We identified three IDE plugins, each 
serving a different purpose. RAVEN is an Eclipse-plugin for inspection and validation, 
AccTrace is an Eclipse-plugin for requirements based on MTA, and DIAS is a NetBeans-
plugin for impairment simulation. In addition to these plugins already developed, we’ve 
identified two concepts or prototypes that the authors deem suitable for integration into 
IDEs: Wusab, a model-based automatic usability validator and a meta-model AMenu. 

Our SLR underlines the strong need for better integrating accessibility into the core 
of the SE process and into IDEs and provides a solid base for next steps in R&D in this 
domain. 
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Abstract. Designing mobile interfaces for enhanced usability and user experience 
has become a standard practice in modern-day app development. However, this 
approach often prioritizes the needs of sighted users, leading to a compromised 
experience for people who are visually challenged or blind. This study reveals 
the user experience elements that make it easier for sighted users to accomplish 
a task while creating barriers for people who rely on screen readers. Using task-
based usability tests of six globally popular mobile apps, the study compares 
the experiences of 12 sighted and 15 visually challenged (VC) users. The results 
reveal drastic differences in usability and experience between the two groups, 
highlighting the gaps and experience compromises despite being accessible by 
norms. The study highlights how designing interfaces for enhanced usability and 
user experience for sighted users compromises six prominent aspects of usability 
for people who are visually challenged or blind, leading to productivity challenges 
and poor user experiences, calling for a more inclusive and accessible approach to 
mobile app design. The study suggests investigating technological advancements, 
such as building screen reader capabilities to understand the designer’s intent or 
creating tools to support the designer in keeping screen reader limitations in mind 
while designing, to address such issues and provide an equal experience for VC 
users. 

Keywords: Accessible user experience · Assistive Technology (AT) · 
(e)Accessibility · Design for All and Universal Design 

1 Introduction 

The growing popularity and prevalence of smartphones necessitates the accessibility of 
mobile applications (apps) to all users, including those with visual challenges (VC). 
The user interface and its experience (UX) of an app play a crucial role in determining 
its usability and accessibility for both sighted and VC users. Specialized websites or 
apps for specific user groups provide arguably a tailored experience, but are difficult to 
maintain for different individuals [1]. 

Currently, there are over 5 million applications for Android and iOS devices, with the 
majority of apps (more than 77%) being inaccessible or poorly accessible, as indicated
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by multiple researchers [2, 3]. Screen readers (talkback on Android or voiceover on 
iPhone) help VC users use mobile apps or web contents. In general, mobile apps fall 
into two categories. First, utility-based apps like e-commerce or ticket-booking apps use 
deliberate interactions to help users achieve their goals more efficiently and conveniently. 
While the others are engaging or interactive apps that have content and page layouts 
designed to enhance user experiences and encourage stickyness of use, for example, 
social media or media apps. 

2 Literature Review 

While there have been efforts to improve the usability and accessibility of smartphone 
applications, multiple studies suggest that visually challenged users still face a lack of 
understanding about interface usability issues that specifically cater to their needs [4–9]. 
Recent studies have established that even if the apps are WCAG level 2 compliant, they 
do not ensure a satisfactory user experience for VC users [10–13]. 

The literature highlights that while accessibility issues are addressed to some extent, 
usability issues for VC users are not systematically studied or considered [14, 15]. This 
lack of systematic understanding can result in VC users facing difficulties in accessing 
and utilizing smartphone applications for day-to-day purposes, potentially excluding 
them from utilizing the full potential of the apps that they are using or hindering new 
app exploration due to their current experiences in contrast to their sighted counterparts 
[7, 16]. 

It becomes critical to deeply research the factors that simultaneously simplify the 
user interface element for sighted users but may complicate it for VC users who rely 
on screen readers. In addition, it is critical to anticipate and test for potential conflicts 
between screen reader components and application elements and to provide alternatives 
for VC users in lieu of inaccessible components [17, 18]. 

A thorough study could help designers understand accessibility issues, adopt univer-
sal design principles, and create usable and accessible interfaces for all users. This study 
advances this field by examining the usability and experience aspects of accessibility. 

Studies have been conducted to examine distinct attributes of applications from 
the perspectives of accessibility, usability, and user experiences. There is no study that 
looks at major pain points for visually challenged users that may surface due to designs 
catered primarily to sighted users. Some specific work on a single aspect of usability can 
be found in the literature. For instance, Alnfiai [19] strategies to enhance the universality 
of Captchas as an element of the user interface and their input techniques, catering to 
both sighted and VC users. Conducting a comprehensive study will facilitate designers 
in gaining a deeper understanding of accessibility obstacles, embracing universal design 
principles, and developing interfaces that are both usable and accessible to individuals 
of all abilities [20–22]. The current study is a significant advancement in this direction, 
looking at multiple aspects of accessibility in terms of usability and user experience.
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3 Research Methodology 

3.1 Recruitment and Participants 

27 volunteers were recruited for this study, which was conducted using six mobile apps. 
Initially, 12 volunteers with normal vision were studied. The sample included 9 men and 
3 women aged 21–34. Four participants used iOS, and eight used Android devices. In 
the second phase, 15 VC users with 3+ years of mobile screen reader experience—11 
males and 4 females of the same age—were recruited. 

Thirteen participants used Android devices, while two used iOS devices. Participants 
were university students or professionals in both cases with good fluency in English 
reading, writing, and speaking. Participants were offered to choose any location and 
device for their comfort. An informed consent form for each participant was outlined 
for the qualitative research using the task-based think-aloud user testing method. 

3.2 Mobile Application (App) Selection and Task Based Usability Testing 

To effectively address research issues outlined in the previous section, the research was 
segmented into various elements as shown in Fig. 1 below. Combining observations with 
user tasks and conversations was deemed crucial for the current study. 

Fig. 1. The block diagram illustrates the process of shortlisting apps for testing. Starting with 
the selection of common user interface elements, the presence of such interactions in globally 
popular apps, testing shortlisted apps for WCAG compliance manually using Android and iOS 
screen readers and a 3rd party tool (accessibility scanner app for Android), and lastly, testing key 
scenarios with sighted users. 

Initially, a pilot test with 7 sighted users identified a list of new user interactions, or 
UX patterns, before the actual study with 27 users took place. The goal was to identify
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recently popular UX within mobile apps that makes their work fast, helps them receive 
quick updates from their friends, boosts their confidence, or helps them maintain privacy 
and secrecy. Users identified 18 available interaction patterns, such as social media stories 
from friends, swipe to reply, delivery tracking via map, etc., and most users claimed to 
be comfortable with these interactions in the initial discussion. 

Based on the interactions, relevant apps were identified that were accessible, popular, 
and had more than one million downloads. The chosen apps also use modern design (UX) 
patterns and interactions found in other global apps, for example, following material 
design guidelines, Android best practices, and iOS design standards. An established 
third-party tool (Accessibility Scanner for Android) and manual testing using Android 
and iOS screen readers ensured accessibility compliance with WCAG 2.1 conformance 
criteria using the available WCAG official checklist, which were found to follow AA 
standards. It was also found that all recruited users were familiar with the selected apps 
and were using them on a regular basis. The following six applications were chosen (the 
names of the applications have not been disclosed). 

1. An electronic commerce platform that facilitates user exploration of recommended 
products and facilitates product discovery across many categories. 

2. A communication platform that facilitates users to engage in chat conversations with 
individuals listed in their contact directory. Additionally, it offers the capability to 
share various types of files and establish group conversations as its primary features. 

3. A web-based email service that enables users to establish and manage numerous email 
accounts. Enables individuals to schedule appointments and receive notifications. 

4. A mobile application that enables users to locate and reserve local taxis for immediate 
or future transportation needs. 

5. An online platform that facilitates the creation and consumption of video content by 
its users. 

6. A mobile application that facilitates user interaction, enabling individuals to engage 
in conversations, connect with friends, and consume various forms of multimedia 
information, including text, photos, documents, audios, and videos. 

Tasks were assigned to people with normal vision to find out if the UX elements 
helped speed up the process, protect their privacy, or provide more engaging experi-
ences. Twelve normal-sighted participants took the task-based usability test. Post-test 
observations and conversations were documented. In the second phase, 15 VC volun-
teers were studied using the same scenarios that had helped sighted users. Accessibility, 
usability, and user experience issues were noted. This study found dimensions beyond 
user experience and usability, which are discussed as results. 

4 Results 

This study examines user interactions, not mobile apps. This study focuses on how 
screen reader users’ unfamiliarity with popular UX elements in mobile apps affects VC 
users’ adoption and usage, not the platforms or apps themselves. Each user performed 
six subtasks to effectively use the interface, which were evaluated to show different 
levels of experience (confusion, frustration, restriction of use, and what prevents users
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from achieving their goals). The study involves conducting qualitative interviews and 
task-based assessments to evaluate the advantages provided by the user experience (UX) 
for sighted users while also examining the difficulties faced by VC users in utilizing the 
straightforward service. 

4.1 Confidence vs. Frustration 

Scenario: Search an item in the e-commerce app 
Task: Conducting a search for a product with a complex nomenclature and seeking 

a product that has previously been accessed in their respective search history (after 
observing search history, the product name was announced that was to be searched) 
(Fig. 2). 

Fig. 2. Indicative screenshot of an e-commerce or social media app that provides trending search 
suggestions and history as the user starts to type in the search field 

Experience of sighted users: Findings suggest that 100% of sighted people use auto-
complete suggestions to spell products correctly. Approximately 85% of users used their 
search history to seamlessly browse this product while typing. Users were confident while 
using the UX and found it a time saving experience. 

Challenges for VC: Virtually no VC user initially considered the search rec-
ommendations. They either initiated the inquiry using Mic or by typing the entire 
text. 

Both scenarios required 90% of typing users to enter the entire text, increasing the 
risk of typing the wrong character. 

100% of the task 2 users who selected an item from the search suggestion accidentally 
triggered a character on the on-screen keyboard panel, resulting in unexpected results 
and leading to high frustration amongst VC users. 

4.2 Multitask vs. Confusion 

Scenario: Exploration of User Experience within a video sharing Platform using 
minimized window interactions.
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Tasks for all users: To play a music video and, while it plays, browse other videos 
from the same channel (Fig. 3). 

Fig. 3. Indicative screenshot of an app that has a player window minimized to allow users to 
multi-task 

Experience of sighted users: Out of 12 individuals, 11 had a positive experience in 
terms of comfort and productivity when transitioning between player and album views. 
The UX was determined to be a user-friendly and convenient solution for these individ-
uals. Simultaneously, users demonstrated the ability to discern between advertisements 
and the primary video content and were proficient in bypassing the advertisements when 
they materialized. 

Challenges for VC users: All 15 users encountered difficulties optimizing the size 
of the video player window when minimized. Seven of them ended up shutting down 
the application and then restarting it because they couldn’t maximize the player after 
it had minimized. Additionally, the lack of clarity regarding the status and position 
of a minimized window resulted in significant confusion for users. The majority of 
consumers have difficulty distinguishing between advertisements and the primary video 
content, particularly when the video is in a reduced view. 

4.3 Control vs. No Control 

Scenario: Checking out dynamic “Stories” content from friends and brands the user 
follows. 

Tasks for all users: To check out stories of their friends and stop at the most interesting 
one. 

Experience of sighted users: All 12 participants in the study reported a high level of 
comfort and efficiency in locating an engaging narrative promptly through the utilization 
of flick gestures. Users had the convenience of pausing at any given moment and swiftly 
advancing through the dynamic information. 

Challenges for VC users: None of the 15 users showed proficiency in effectively 
organizing “story” content in relation to temporal considerations. The utilization of a 
screen reader posed significant challenges when attempting to interact with narratives
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that included auditory elements. The fact that every user was dependent on time to 
progress automatically to the next story slowed down the process for them. Moreover, 
upon encountering a captivating story”, half of the users failed to pause it at the right 
moment, resulting in a longer re-visit of the process, which made them feel the UX was 
challenging to control. 

4.4 Quick vs. Slow 

Scenario: Live conversation using the messenger app. 
Tasks for all users: To locate a collective dialogue wherever one individual has 

responded to a specific message from another person (in a group chat) (Fig. 4). 

Fig. 4. Indicative screenshot of an app that allows in-line reply for individual chats 

Experience of sighted users: All twelve participants demonstrated proficiency in 
utilizing the respond feature, indicating their prior experience and ease of usage, and 
found it quick and more immersive. All users were able to comfortably point to the 
last answered message in a chat session. The overall reaction regarding the experience 
of this feature was quite positive, since it effectively addresses the issue of accurately 
referencing specific messages, minimizing any potential confusion. 

Challenges for VC users: Initially, users encountered challenges in locating the pre-
cise message to which an individual had responded. However, none of the VC users 
were able to ascertain the message to which the response was directed, as well as its 
corresponding content. The confusion among users arose from the difficulty in locating 
a previously responded message, as the screen reader interprets it as two independent 
messages rather than a cohesive or nested message, resulting in the loss of time and its 
intended meaning. 

4.5 Surety vs. Barrier 

Scenario: Planning and booking a taxi or cab from the given app 
Tasks for all users: to know if any taxis are present nearby; to reserve a taxi from the 

current location; to know the direction and estimated time (Fig. 5).



26 S. Tanwar and P. V. M. Rao

Fig. 5. Indicative screenshot of an app that displays all the taxi’s standing nearby current location. 

Experience of sighted users: All twelve participants successfully determined the 
availability of local taxis, providing them with a sense of certainty regarding their ability 
to secure a cab and the optimal time to make a booking. They effectively communicated 
the instructions regarding the taxi’s direction and projected duration. 

Challenges for VC users: All users were unable to obtain information regarding the 
availability of nearby taxis, resulting in the necessity for each user to navigate the taxi 
booking form and initiate a ride request in order to ascertain the presence of available 
taxis. Following the completion of the booking process, all 15 consumers opted to depend 
on the driver’s phone call rather than determining a designated pick-up location based 
on the anticipated arrival direction of the taxi. This restricts users from obtaining crucial 
information in intricate scenarios or several designated areas within a closed community. 

4.6 Shortcut vs. No Option 

Scenario: To send or delete emails from mailing client app 
Tasks for all users: To delete two spam emails from email app and restore them 

(Fig. 6). 

Fig. 6. Indicative screenshot of an app that allows users to undo action that was recently taken 

Experience of sighted users: 10 out of 12 users successfully identified the action 
buttons on the toast notification subsequent to the deletion of emails. Additionally, nine
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users were able to utilize the undo deletion option, which was available for a brief duration 
of a few seconds. Further, the process of selecting multiple emails and performing actions 
on them was more convenient for users. 

Challenges for VC users: None of the 15 users were able to locate the toast notifi-
cation, rendering them unable to “undo” the delete action that the app provided. Never-
theless, all individuals were able to successfully retrieve emails from the Deleted Items 
section. Furthermore, it was discovered that users experienced limitations in using the 
application that provides shortcuts on toasts for brief periods in several other instances, 
such as the cancellation of a sent email or any other condition. 

5 Discussion 

In this section, further implications that came out of the study are highlighted. 

5.1 Informing Users About Time Sensitive Content and Provide Control 

Interactions such as stories or toast alerts are temporally constrained. The primary objec-
tive of these platforms is to deliver time-sensitive information to their users. However, the 
utilization of screen readers and user interfaces necessitates that users employ gestures 
in order to obtain control. There is a need for a more comprehensive approach to address 
this predicament. One such approach could involve momentarily enabling auto-focus on 
time-sensitive items as a means to assist users in making timely decisions. In addition 
to relying solely on artificial intelligence, it is imperative for screen readers to provide 
support to users in the process of selecting actions. After presenting the dynamic toast 
information, the screen reader may prompt the user to do a double tap in order to initiate 
an action or, alternatively, a triple tap to dismiss the toast alert. 

5.2 Providing Alternative to Dynamic Visual Pages 

Subtitles are a widely recognized method for offering an alternative means of accessing 
visual information. Future designers and developers may consider exploring a potential 
method for translating visually immersive, dynamic web pages that include a subsection 
with informative content, allowing users to keep updated and make autonomous deci-
sions. In situations where users want information regarding the proximity of available 
taxis, the inclusion of textual information with the visual representation of taxis on a 
map can enhance user choice and control. 

5.3 Visual Clarity and More Control on Screen Readers for On-Screen Content 

When relying solely on screen reader technology or visuals, managing on-screen mate-
rial, such as responding to inline messages or controlling minimized media players that 
create overlays on other pages, presents challenges. Designers should investigate new 
methods for visually representing information that offer improved clarity in the sepa-
ration or connection of related objects. Simultaneously, screen readers could improve 
accessibility by handling these elements differently using aural cues. At present, the
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screen reader is capable of audibly rendering all the textual elements included on a web-
page. In instances where there are page or content overlays, it would be beneficial for 
screen readers to incorporate a little variation in audio output. This would enable users 
to easily discern the overlay contents from the underlying content. 

6 Conclusion and Future Work 

The primary emphasis of the study was on design elements, namely dynamic panels, 
micro-interactions, and navigations. These components were initially evaluated with 
sighted users, who have shown a preference for them when completing assigned tasks. 
Furthermore, it was observed that these design elements facilitated decision-making and 
navigation within the application. 

As experienced by VC users, this study examined important aspects of mobile inter-
face design from the perspectives of accessibility, usability, and user experience. It was 
found that most of the VC users did not have good experience with interfaces or inter-
actions that benefit sighted users, even if both user groups were found to use them on a 
day-to-day basis. 

This study focused on primary interactions occurring on landing pages and sec-
ondary depth pages. This study emphasizes the need for further investigation of the 
user interface (UI) components, particularly web interfaces, and their comprehension 
by screen readers. Exploring if technological advancements, such as enhancing screen 
reader capabilities, improving webpage design, or a combination of both, can address 
these issues. The majority of accessibility guidelines advise against using dynamic con-
tent or features because they fail to provide a satisfactory user experience for people 
with visual impairments. Rather than attempting to evade them, it may be worthwhile to 
conduct further research on how VC individuals can potentially consume digital infor-
mation in a manner comparable to that of sighted individuals by utilizing screen readers 
and employing considerate design strategies. 

Despite the fact that all tested interfaces adhered to WCAG level 2.1, it was discovered 
that VC users encounter numerous obstacles when utilizing interface patterns designed 
to assist sighted individuals or enhance their experiences. Moreover, users tended to 
terminate the application when they encountered difficulties or obstacles in navigating 
the menu or seeing unfamiliar information. We mostly attributed this behaviour to their 
inability to comprehend the interactive elements of the app. We observed that VC users 
had to memorize important buttons, functions, interactions, and gestures associated with 
each application to achieve speed. The process of committing to memory every inter-
face element inside each application can significantly deplete users’ working memory 
capacity, resulting in both frustrating user experiences and extended training durations. 
The combination of page design with screen readers was shown to have a passive effect 
on users since it did not effectively facilitate communication of the intended design of 
these interfaces. 

Acknowledgements. Authors acknowledge support received from National Centre for Assistive 
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Abstract. Navigating indoor spaces is known to be significantly chal-
lenges for individuals with mobility and sensory impairments due to the 
presence of physical barriers and inadequate accessible signage. Current 
laws and efforts have not led to meeting diverse needs of these pop-
ulations. In this work we provide a brief introduction to MABLESim 
(Mapping for Accessible BuiLt Environments Simulator), a simulation 
framework for studying indoor space accessibility. MABLESim recre-
ates digital models of indoor environments, allowing for the simula-
tion of diverse mobility scenarios for individuals with varying abilities. 
MABLESim enables the analysis of critical factors important for effi-
cient mobility in indoor spaces such as route complexity and disabil-
ity characteristics. Through careful configuration of simulation parame-
ters, MABLESim facilitates the assessment of accessibility challenges in 
both simple and complex indoor spaces. This framework offers a tool for 
designers and planners to visualize and address accessibility barriers in 
built environments. 

Keywords: 3D modeling · accessibility · indoor navigation 
simulation 

· 
· algorithms 

1 Introduction 

Physical obstacles within constructed environments have perpetually presented 
hurdles for individuals with mobility impairments. Common hindrances encom-
pass narrow entrances, confined passageways, and irregular flooring, further 
exacerbated by an insufficient provision of essential amenities such as elevators, 
ramps, and automatic/motorized doors. The complexity of navigation within 
expansive indoor settings, coupled with inadequate wayfinding signage, amplifies 
the challenge. Particularly, individuals with sensory disabilities, such as visual 
impairments, encounter difficulty in utilizing conventional physical wayfinding 
cues, often struggling to navigate unfamiliar indoor environments, particularly 
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those of considerable size. This challenge is frequently shared by other demo-
graphics, including older adults and individuals with cognitive or intellectual 
impairments. 

To address issues pertaining to physical barriers, legislative measures like the 
Americans with Disabilities Act [ 1] and its subsequent amendments [ 4, 5] have  
been implemented. While such regulations have facilitated considerable advance-
ments over the years, their impact on individuals with non-physical impairments 
remains limited. Moreover, for those with physical disabilities, the efficacy of 
these measures is constrained as compliance with stipulated requirements does 
not invariably ensure spaces that are genuinely accessible in essence, as usability 
standards are not mandated. Previous methodologies relying on manual assess-
ments and evaluations of environments may not comprehensively encapsulate 
the complexities of real-world movements and interactions experienced by indi-
viduals with disabilities. Furthermore, these manual approaches are often labor-
intensive and time-consuming, impeding widespread adoption. Recent endeavors 
have explored diverse strategies to enhance indoor accessibility for individuals 
with disabilities, encompassing the integration of visual cues, auditory feedback, 
tactile mapping, and smartphone-based wayfinding systems. However, these ini-
tiatives are hampered by their limited capacity to encompass various disability 
demographics on a scale substantial enough to yield actionable insights. 

In this paper, we introduce the MABLESim (Mapping for Accessible BuiLt 
Environments Simulator) simulation framework as a scalable solution for assess-
ing indoor space accessibility. MABLESim leverages architectural floor plans of 
indoor spaces to replicate key features and obstacles pivotal for studying human 
movements within these environments. By appropriately configuring simulation 
parameters, a multitude of real-world mobility scenarios can be simulated for 
individuals with diverse abilities, furnishing invaluable data for comprehending 
and enhancing the accessibility of examined spaces. As a proof of concept, we 
present simulation outcomes from two distinct buildings-one simple and com-
pact, the other intricate and expansive-illustrating mobility patterns of individ-
uals with varying abilities (including those with visual impairments, mobility 
impairments, and no disabilities), and elucidating insights into the accessibility 
and usability of each building. 

2 State of the Art 

In the advancement of independent indoor navigation for individuals with visual 
impairments, significant initiatives such as NavCog have made strides in enhanc-
ing accessibility [ 2]. Concurrently, Karami et al. (2019) conducted a physiological 
study investigating the effects of blindness on walking and jogging parameters, 
uncovering notable differences between blind and sighted individuals [ 9]. Within 
the domain of agent-based modeling (ABM), Fachada et al. (2015) emphasize 
the necessity of transparent model descriptions, exemplified by their PPHPC 
model, which serves as a benchmark for methodological rigor [ 7]. Additionally, 
the Flexible Space Subdivision (FSS) framework, introduced by [ 6], presents a
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comprehensive and inclusive approach to interior spaces catering to various dis-
abilities. However, all prior human subject studies are constrained by scale and 
a limited number of participants, hindering a thorough investigation into the 
impact of various parameters. 

A simulation framework tailored for indoor navigation in the context of 
disability offers manifold advantages that significantly contribute to enhancing 
accessibility in built environments. One key advantage is the detailed analysis of 
critical factors such as walking speed, route completion time, source-destination 
pairs, paths taken, likelihood of getting lost, and route difficulty, all tailored for 
individuals with disabilities. This comprehensive examination yields a nuanced 
understanding of the unique challenges faced by people with diverse disabilities, 
enabling the development of targeted solutions. The simulation framework serves 
as a valuable tool for designers and planners, providing a virtual environment 
to simulate and visualize potential barriers and complications that may arise in 
real-world scenarios. 

Furthermore, the simulation framework facilitates iterative testing and refine-
ment of accessibility solutions in a controlled digital environment prior to imple-
menting physical changes to buildings or spaces. This iterative approach ensures 
that proposed modifications are effective, efficient, and genuinely enhance acces-
sibility, thereby minimizing the need for costly and time-consuming adjustments 
post-implementation. The ability to customize simulations for various disability 
profiles adds another dimension of sophistication, enabling a granular under-
standing of diverse needs and preferences. Such customization ensures that 
resulting indoor spaces are not only compliant with accessibility standards but 
also genuinely user-friendly and inclusive, addressing the specific requirements 
of individuals with different disabilities (Fig. 1). 

3 Methodology 

MABLESim leverages the Unity engine [ 11] to convert 2D architectural 
blueprints, specifically floor plans, into immersive 3D digital models, facilitating 
detailed simulations that closely resemble real-world environments. 

A key strength of MABLESim lies in its meticulous replication of building fea-
tures and structures from architectural blueprints, ensuring accurate portrayal of 
dimensions and placements within digital layouts. This attention to detail results 
in faithful representations of indoor environments, facilitating high-fidelity sim-
ulations. 

Moreover, MABLESim incorporates contextual information essential for 
wayfinding, seamlessly integrating details such as room numbers and restroom 
locations into digital environments. This integration enables the study of navi-
gation and spatial cognition within simulated environments mirroring real-world 
conditions. 

Central to MABLESim’s functionality is the integration of navigation capa-
bilities, facilitated by a navigation mesh implemented using C++ scripts within 
the Unity environment. This mesh allows for intelligent pathfinding, enabling
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Fig. 1. Screenshot of a simulation scenario created in MABLESim. 

simulated entities to navigate complex indoor spaces with ease, mimicking real-
world mobility patterns. 

Two key configurable parameters within MABLESim are mobility speeds and 
the wayfinding decision success rate (WDSR), crucial for tailoring simulations to 
specific scenarios and population categories. Mobility speeds can be adjusted to 
simulate varying movement capabilities for a population . k, as shown in Table 1. 
The WDSR parameter influences navigation accuracy, with values informed by 
video traces of Persons With Disabilities (PWDs). For this work, WDSR values 
were set such that blind/low vision individuals chose the right branch on a route 
uniformly randomly, whereas all other individual with the benefit of sight chose 
the correct path all the time. For example, for a branching point on a path with 4 
potential options, those with sight impairments chose the correct branch with a 
probability of 0.25 whereas all others chose the correct path with a probability of 
1. Success in navigating an entire route depends on successful choices made at all 
branching points along the route. For this work, any incorrect choice (applicable 
to blind/low vision individuals only) incurred a flat penalty of 12 s, while for 
sighted users, the penalty was reduced to 4 s. After the penalty time elapsed, the 
user could choose any of the remaining branches to proceed. 

Table 1. Mobility speeds by disability group (Sources: Sharifi et al., 2016; Alves et 
al.,2020) 

Disability Type Speed (m/s) 
No Disability 1.34 
Motorized Wheelchair 0.67 
Non-motorized Walker 0.98 
Blind/Cane 0.78
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4 Results 

In selecting indoor spaces to demonstrate MABLESim’s utility, diverse naviga-
tional challenges were considered, including simple and complex routes exempli-
fied by selected buildings. Of the two buildings selected, one of them (building 
labeled WH) was smaller with only three floors with simpler routes. The other 
building (labeled HST building) had a larger geographical footprint with four 
floors and each floor being much larger than the WH building. 

Navigational performance across various population groups were evaluated 
using metrics such as navigation time and efficiency, providing insights into acces-
sibility challenges. The Navigation Time metric combines the impact of route 
complexity and walking speed to showcase how time efficient a person is when 
navigating routes. The Navigation Efficiency metric is a measure of the distance 
walked by a person compared to the actual shortest path that existed between 
a source destination pair. Results shown are an average across thirty simulation 
runs for each disability profile. Each run comprises of a random source desti-
nation pair within the buildings, with the sources constrained to be one of five 
entry points. All routes had to be at least 100 ft long to be included (Fig. 3). 

Fig. 2. WH and HST Building navigation time results 

The results obtained from the simulations not only shed light on the intricate 
relationship between the complexity of a building and the navigational hurdles 
faced by its users but also underscore the pronounced impact on individuals with 
vision impairments. Figure 2a and b vividly depict how individuals with visual 
impairments encounter significantly prolonged navigation times, especially in 
more complex and expansive structures. What’s noteworthy is that in simpler 
buildings, the discrepancy in navigation time between a visually impaired indi-
vidual and someone using a motorized wheelchair is relatively minor. However, 
as the complexity of routes escalates, so does the magnitude of this discrepancy.
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Fig. 3. WH and HST Building navigation efficiency results 

Delving deeper into the analysis of route traversal efficiency, those with vision 
and mobility impairments cover the least distance relative to the time taken, 
indicative of the profound hurdles they confront in navigating built environ-
ments. For these individuals, navigational efficiency experiences a precipitous 
decline with the amplification of size and complexity. 

5 Conclusions and Future Work 

This paper introduced a simulation framework called MABLESim and how such 
a framework can be used to study accessibility challenges of indoor environ-
ments. Preliminary evaluation results confirm what is known about populations 
that face the most challenges in efficiently navigating indoor spaces. Beyond 
these validating insights, the simulator’s principal contribution lies in its ability 
to serve as a versatile tool for exploring diverse configurations of built envi-
ronments. Such simulation frameworks can facilitate the evaluation of emerging 
wayfinding technologies and their potential to enhance accessibility, offering a 
valuable platform for studying their real-world implications. 
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Abstract. Academic articles are commonly published in Portable Document For-
mat (PDF). However, for many people with visual impairments, PDF formats 
present significant accessibility issues. This study addresses two research ques-
tions: 1) To what extent are PDFs in prominent academic repositories accessi-
ble? and 2) To what extent are accessibility issues in academic articles known 
and addressed by repositories? To answer these questions, 8,000 PDFs from four 
prominent repositories (Springer, Elsevier, ACM, and Wiley) were retrieved and 
were automatically analysed according to accessibility criteria based on the Mat-
terhorn Protocol. Additionally, a quantitative content analysis was performed on 
the submission guidelines of repositories to determine the degree to which acces-
sibility is considered in document creation. Results suggest that most PDFs were 
not tagged in spite of the fact that some repositories included accessibility in their 
general author guidelines. This paper concludes with recommendations to improve 
the accessibility of papers in academic repositories. 

Keywords: PDF accessibility · digital accessibility · higher education · persons 
with visual impairments 

1 Introduction 

PDF is the predominant format used for scientific publications. Yet scientific PDFs 
frequently lack enough structural information for proper interpretation by screen readers, 
making them inaccessible for many visually impaired users [1, 2]. Accessible PDFs 
require tags and metadata. Tags serve as labels providing semantic information about 
elements (e.g., heading, figure, formula, table, link, list) in a PDF. Metadata information 
such as title and default language enable screen-readers to read documents aloud in the 
correct language and with a meaningful, clearly marked title. Documents lacking tags 
and metadata can be impractical or nearly unusable for screen-reader users. 

This study poses two research questions: 1) To what extent are PDFs in prominent 
academic repositories accessible? 2) To what extent are accessibility issues in academic 
articles known and addressed by repositories?
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2 Related Work 

Previous analyses of international repositories, such as Semantic Scholar and Web of 
Science, have reported accessibility results ranging from 2 to 15% of papers based on 
certain minimal accessibility features [1, 2]. Nganji [1] manually analysed articles related 
to disability, while Wang et al. [2] used Adobe Acrobat to automatically assess PDFs 
from various scientific fields. Like Wang et al. [2], we took an automated approach 
to investigate the accessibility of PDFs across subjects. Instead of examining digital 
archives like Web of Science, we focused on the repositories of prominent publishers 
(Springer, Elsevier, ACM, and Wiley). In addition to analysing the accessibility of the 
PDFs within these major repositories, we investigated and compared their respective 
author guidelines with regard to accessibility requirements. 

The existing studies looked at articles published between 2014 and 2018 [1] and 
2010 and 2019 [2]. This study provides an assessment of recently published articles, as 
86% of our collected PDFs were published in 2023 or 2024. 

Wang et al. [2] focused on five accessibility compliance criteria: alternative text (also 
called “alt text”), table headers, tagged PDFs (metadata), default language, and tab order. 
This study investigated title metadata and the presence of tags in greater detail by looking 
at the percentage of tagged content and the presence of semantically meaningful tags for 
headings, figures, tables, links, and lists. Based on our results as well as our analysis of 
author guidelines, we have created a set of recommendations to improve the accessibility 
of PDFs. 

3 Methods 

To address our two research questions, we conducted two quantitative content analyses: 
one performed automatically to assess the accessibility of PDFs contained in four promi-
nent repositories, and another conducted manually to identify mentions of accessibility 
measures in the author submission guidelines from the same repositories. 

3.1 Automatic Analysis of PDFs in Repositories 

Our analysis focused on four academic repositories: Springer, Elsevier, ACM, and Wiley. 
Before the study, the top journals from each of Google Scholar’s eight subject categories 
were investigated to assess where research is most frequently published. This short 
research enabled us to determine which repositories and keywords were more likely to 
cover a diverse set of subjects. 

Although detailed accessibility testing requires manual checks, automated analysis 
makes it possible to quickly identify inherent issues in a large number of PDFs. Thus, 
we developed Python crawlers to gather the 50 most recent papers using 40 keywords 
in each of the four repositories, totalling 8,000 articles. For Elsevier, only open-access 
articles could be retrieved. Publication dates range from 1971 to 2024, but about 86% 
of the PDFs were published in 2023 or 2024. We analysed the papers using the PAVE 
engine [3]. The PAVE engine can generate an accessibility report based on the Matterhorn 
Protocol’s automatically checkable criteria [4]. We logged a selection of 10 criteria from
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the Matterhorn Protocol which are essential for accessible PDFs. These include 7 tag-
based criteria (the proportion of tagged content and the use of tags for headings, figures, 
formulae, lists, tables, and links) and 3 metadata-based criteria (appropriately marked 
title data, appropriate language setting, and whether the document is marked as “tagged” 
in its metadata). 

Table 1. Accessibility criteria used to assess the PDFs based on Matterhorn Protocol 

Accessibility criteria Description 

Explicit disability mention The guideline explicitly mentions accessibility or 
disabilities 

Structured content with tagged headings The guideline requires the use of defined heading 
styles. For this requirement, the Word templates (if 
available) were checked to ensure that they 
encourage the use of correct heading styles 

Defined lists The guideline mentions the need to define list as lists 

Meaningful links The guideline mentions writing meaningful links 
(i.e. not “https://…, nor “click here”, but “Author 
submission guidelines”) 

Alt text for images The guideline requires authors to add alternative 
texts to their images 

Formulae The guideline mentions how to make math formulae 
accessible (e.g. including an alt text) 

Colour contrast The guideline requires the use of high colour 
contrast or using patterns instead of colour-only for 
all figures, ensuring that they are visible to people 
with a colour impairment. The criterion was marked 
as partially fulfilled if the criterion was mentioned 
briefly without explicit mention of accessibility or 
disabilities 

Font size The guideline recommends or requires the use of a 
font size of at least 12 point for body text 

Font type The guideline recommends or requires the use of a 
sans serif font type 

Reading order The guideline requires authors to check the reading 
order of their PDF 

Tables The guideline mentions how to make tables 
accessible, most notably by mentioning table tags 
and creating simple tables. Adding captions is a plus 

Plain/simplified language The guidelines mention the plain or simplified 
language
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3.2 Manual Analysis of Author Submission Guidelines 

To analyse the author submission guidelines from the four repositories, we looked for 
mentions of twelve important accessibility elements: Structured content with tagged 
headings, defined lists, meaningful links, alternative text for images, accessible mathe-
matical formulae, colour contrast, font size, accessible font type, proper reading order, 
accessible tables, plain language, and an explicit mention of accessibility or disability 
(Table 1). The criteria were based on Web Content Accessibility Guidelines (WCAG) 
2.1 [5] and other accessibility recommendations [6, 7]. 

4 Results 

4.1 Tags in PDFs 

Fig. 1. Distribution of PDFs with at least one tag and marked as tagged (in metadata) in the 
repositories (N = 8,000). 

We considered two criteria to check whether the PDF is tagged: one relates to the 
metadata and the other to the content. The “tagged PDF” metadata is formal information 
entered by the document creator that indicates to assistive technologies that the document 
contains tags. The content criterion is based on whether at least one tag was positively 
identified by the PAVE engine. Documents collected in Elsevier were more frequently 
tagged than the other publishers, with about 79% of PDFs containing at least one tag, 
compared to 67% for Springer, 20% for Wiley, and 13% for ACM (Fig. 1). It should 
be noted, however, that the presence of just one single tag is very low threshold for 
accessibility. Across all repositories, about 88% PDFs had more than 80% untagged 
content, i.e. most documents were completely or partially untagged. Moreover, only a 
small proportion of PDFs were also marked as “tagged” in their metadata. Only 16.25% 
of PDFs in Elsevier fulfil both conditions, whereas less than 3% do in other repositories. 
This finding concurs with the analysis of Wang et al. [2] which found that just 13.4% of 
the analysed PDFs were marked as “tagged” in metadata. 

Figure 2 illustrates the distribution of semantically meaningful tags within the 3,578 
PDFs containing at least one tag. None of the PDFs included a tagged mathematical 
formula, and only two PDFs across all repositories had any tagged tables. In Wiley, 
only figure tags were identified, while in Springer, less than 3% of PDFs contained a 
tagged figure, heading, or list. In ACM, a small number of papers contained at least 
one tagged list (8%), figure (13%), or heading (2%). In Elsevier, about 68% had at least
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one tagged figure, but only 11% included heading tags. Considering that these PDFs 
are academic articles, it is unlikely that the tag distribution reflects a real absence of 
formulae, headings, links, lists, tables, or figures in the documents. This means that 
most PDFs are not tagged properly. 

Fig. 2. Distribution of semantically meaningful tags among the 3,578 PDFs with at least one 
tagged operator. 

Among the 1,161 PDFs containing at least one figure, about 77% included an alt 
text. However, the chosen method of investigation only checks whether the alt text 
field is empty. A manual analysis suggests that the identified alt texts were largely not 
meaningful, an issue that was pointed out by Nganji [1]. Moreover, the high proportion of 
PDFs with an alt text can be explained by the fact that the percentage is calculated based 
on the smaller subsample of PDFs containing at least one figure. When considering all 
8,000 PDFs analysed, the overall percentage of papers containing alt tags drops to 11%, 
a number similar to Wang et al. with 7.5% [2] and Nganji with 10.5% [1]. 

4.2 Metadata in PDFs 

No PDF claimed to fulfil the PDF UA standard.
All 8,000 PDFs contained a title in their metadata. The information was frequently 

stored correctly in dc:title in XMP file, except in ACM (Fig. 3). Nevertheless, the PDFs 
usually did not have their preference view setting on “DisplayDocTitle”, which guar-
antees that screen readers read the title of the document and not the file name, to the 
exception of ACM that usually fulfilled only the DisplayDocTitle requirement.

Figure 4 indicates that in Springer, Elsevier, and ACM, the PDFs usually have a 
set language, but this is not systematic as none reach 100%. Wiley lags behind with 
only 20% of its PDFs with language metadata. In their sample of papers dating from 
2010 to 2019, Wang et al. [2] found that this setting was in an upward trend, with “10% 
compliance in 2010 to more than 25% in 2019” (p.11). This evolution in time has thus 
continued over time.
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Fig. 3. Distribution of title metadata in repositories (N = 8,000)

Fig. 4. Distribution of PDFs with a set language metadata in repositories (N = 8,000)

4.3 Repository Author Guidelines 

All publishers but Wiley included references to disabilities in their general author submis-
sion guidelines (Table 2). Nevertheless, the mentions were usually brief and superficial, 
with ACM being the exception. ACM had the most extensive coverage of accessibility 
measures, meeting half of the investigated criteria. However, based on our PDF analysis, 
their commitment did not translate into more accessible documents. This suggests that 
the accessibility requirements are not implemented correctly and would require control 
before publication.
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Table 2. Content analysis of the general author guidelines of the four analysed repositories 

Repository Springer Elsevier ACM Wiley 
Explicit disability mention Yes Yes Yes No 

Structured content with tagged headings Yes No Yes No 
Defined lists Yes No Yes No 
Meaningful links No No No No 
Alt text for images Partially Partially Yes Yes 
Accessible formulae No No No No 
Colour contrast Partially Yes Yes Yes 
Font size No No No No 
Font type No No No No 
Checking reading order No No No No 
Accessible tables No No Yes No 
Plain / simplified language No No No No 

5 Discussion and Conclusion 

Results indicate that even where general author guidelines include accessibility require-
ments, scientific PDFs are still largely not accessible. In particular, this study highlights 
that inaccessibility arises from a lack of tagging, which is a fundamental requirement 
for accessible documents. 

Even though all publishers state that authors must follow the guidelines of their 
specific journals, the publisher’s general guidelines set a standard for all journals. For 
that reason, publishers can make accessibility a requirement for publication. Along with 
ensuring that articles follow visual standards, publishers could check that accessibility 
measures are implemented. As recent research has explored the potential of artificial 
intelligence for document accessibility [8, 9], much of the remediation work could be 
automated. In particular, a tool like PAVE or PAC3 could enable publishers to request or 
require authors to check the accessibility of the final version of a PDF before submission. 
This could be especially interesting for fields that use LaTeX more frequently than 
Microsoft, as the latter is associated with greater accessibility compliance than the former 
[2]. 

Although checking the final version of a PDF is crucial to ensure all tags are included, 
PDF accessibility must be considered from the beginning, both in templates and in author 
guidelines, because certain design choices (e.g. tables and colour contrast) cannot be 
easily remediated. Moreover, the correct use of heading styles can ensure that PDFs 
are structured correctly from the start. Favouring sans-serif fonts (e.g. Arial), as well 
as a minimum of 12-point size for body text, are also easy measures to integrate into 
guidelines. Finally, authors should provide alt text for their images and formulae. 

Additionally, this study shows that many PDFs fulfill the default language setting, 
except in Wiley. Nevertheless, this setting is easy to correct and should be systematic. 
Similarly, all PDFs included a title metadata, but these were not stored correctly. While 
correcting metadata is not the most crucial of accessibility measures (unlike tagging), it 
is an easy step to implement.
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5.1 Limitations 

This study includes some limitations. First, PDFs were analysed automatically. While 
this enabled an assessment of a large sample of articles, criteria such as reading order 
could not be tested. However, as the results indicate that PDFs usually lack tags, a more 
detailed analysis would not have changed the interpretation of the results significantly. 
A PDF cannot be correctly tagged if it is never tagged to begin with. 

Additionally, this article focused primarily on the accessibility of PDFs for screen-
reader users and therefore did not investigate further accessibility criteria such as plain 
language. Nevertheless, the analysis of the guidelines checked for recommendations 
regarding plain language and indicates that no publishers made it a requirement or 
recommendation. Further research could investigate how this is reflected in articles and 
identify best practices. 

Finally, the second analysis focused on author submission guidelines to assess how 
guidelines could have influenced the accessibility of created PDF documents due to the 
widespread use of this format. It’s important to note that these results do not imply 
that publishers are completely neglecting accessibility services. Future studies could 
investigate how frequently alternative formats like HTML or ePub are available and 
assess their accessibility. 
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Abstract. Relevant literature focusing on the accessibility of electronic docu-
ments (e.g., PDFs) has been increasing in recent years. Despite its significance, 
paradoxically, scientific articles, even those related to accessibility-themed topics, 
often fail to provide fully accessible content, thus creating a gap between theory 
and practice. Therefore, we aimed to explore how PDF versions of academic arti-
cles on digital accessibility evaluation, published in the past ten years, comply 
with established accessibility standards. We performed a tool-based evaluation 
using Adobe Accessibility Checker and a manual evaluation to inspect the arti-
cles comprehensively. The results showed that none of the analyzed articles were 
problem-free. They, however, contained recurring, severe accessibility barriers, 
making it highly challenging for people who rely on screen readers to access 
information. Also, the evaluated data showed no discernible pattern of changes 
over the years. 

Keywords: Digital Accessibility · Accessibility Evaluation · Manual 
Evaluation · Adobe Accessibility Checker · PDF · PDF/UA · WCAG 

1 Introduction 

Since the early 1990s, Portable Document Format (PDF) has been one of the leading 
digital formats for sharing and publishing information. PDFs can be read across multiple 
devices, as they provide the same structure and appearance across different systems, yet 
this does not guarantee the accessibility of these documents. Inaccessible PDFs exclude 
readers with visual impairments, amongst others, from accessing their content. The 
International Organization for Standardization (ISO) provides a standard, ISO 14289, 
also known as PDF/UA (Universal Accessibility), to ensure that generated PDFs meet 
accessibility requirements such as alternative text, tags, headings, titles, tables, forms, 
and links [7, 10]. The standard also limits certain types of content that have the potential 
to create difficulties in effective interaction for individuals who rely on assistive tech-
nologies to live independently - both privately and professionally. However, despite all 
those efforts, the results of previous studies show that the evaluated PDF documents 
have considerable accessibility issues - thereby causing severe problems for people who 
use assistive technologies daily [1, 4, 5, 18].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
K. Miesenberger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 47–54, 2024. 
https://doi.org/10.1007/978-3-031-62846-7_6 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-62846-7_6&domain=pdf
https://doi.org/10.1007/978-3-031-62846-7_6


48 A. B. Szentirmai et al.

PDF accessibility is crucial for people with visual impairments to equally access 
online information and services without undue effort. However, providing accessible 
documents for everyone - regardless of abilities, age, or skills - seems not to be the 
primary concern in academia. Just as insufficient awareness among practitioners causes 
inaccessible digital systems [3, 12], the low awareness of content creators (e.g., publish-
ers, researchers, and educators) prevents individuals with disabilities from effectively 
accessing the PDF versions of scientific documents, published in journals and confer-
ence proceedings. This is the biggest obstacle to the accessibility of online content in 
conference venues, even related to disabilities, digital accessibility, and universal design. 
For example, Brady et al. [5] tested the accessibility of 1811 papers from several top 
conferences in the field of human-computer interaction and accessibility. The authors 
found that most of the evaluated papers were inaccessible. 

Similarly, Nganji conducted studies to evaluate the accessibility of journal articles in 
the years 2015 and 2018. The author examined a total of 200 articles on disability, selected 
randomly from different journals by employing tool-based and manual evaluation with 
a screen reader. In the earlier study [16], articles published between 2009 and 2013 
were evaluated, whereas in the follow-up study [17], the evaluation focused on articles 
published between 2014 and 2018 - notably from the same journals. In the first study, 
97% of the articles did not include alternative text for images and 95.5% of the articles 
needed to be tagged. In the follow-up study, slight progress was observed; that is to say, 
only 10.5% had an alternative text for images, and 15.5% were tagged. 

Some authoring tools were found to potentially improve the quality of documents 
by making them accessible with high effectiveness and accuracy [18]. However, each 
tool has shortcomings that negatively affect its performance and prevalence [8]. In short, 
they are not good enough to create fully accessible documents [19]. Although some 
tools might help improve the accessibility of PDFs, it is hard to automate the process 
without hands-on adjustments by content creators [6]. This indicates the significance of 
having a high level of awareness amongst publishers and researchers, not to mention 
human insight, especially in academia, to provide inclusivity when generating electronic 
documents. 

In sum, even though PDF documents are widely shared on digital platforms - hence 
ought to meet accessibility requirements to maximize usability for everyone, previous 
research shows that not all of them do. Paradoxically, even platforms for scientific arti-
cles, including journal and conference proceedings, related to accessibility-themed topics 
often fail to provide fully accessible content, thus creating a gap between theory and 
practice and, more importantly, excluding people from accessing the information. Taking 
this one step further, we explored to what extent academic articles on the accessibility 
evaluation of a digital system comply with accessibility requirements for everyone. 

2 Methods 

We explored the current status of accessibility compliance of academic articles, evalu-
ating the accessibility of digital systems (e.g., websites, software, and programs). We 
analyzed articles published in the last decade using Adobe Accessibility Checker. We 
also manually evaluated each article for a comprehensive inspection, as the combination
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of tool-based and manual evaluation is highly suggested to obtain more reliable data 
and maximize the coverage of accessibility issues [14, 15]. To access the most rele-
vant articles, including journals and conference proceedings, we searched the literature 
systematically across a wide scientific database, namely Web of Science. The search 
was limited to articles published between January 2014 and September 2023, and the 
search terms were based on a combination of keywords: online, web, digital, website, 
software, program, assessment, evaluation, analysis, and accessibility. Please note that 
the keywords were combined using the Boolean operators (e.g., OR and AND). 

2.1 Search Process 

The search process focused on three key areas: accessibility, digital, and evaluation, 
and accessed relevant articles throughout a four-step process. The initial focus was on 
‘accessibility’ as it is this study’s main research subject. Second, keywords related to 
‘digital’ were added to identify articles that evaluated the accessibility of digital systems 
(e.g., online OR web OR website OR software OR digital OR program). Third, the 
results were refined to include the keywords related to ‘evaluation’ (e.g., assessment OR 
evaluation OR analysis). We included articles that met the following inclusion criteria: 
focusing on the accessibility evaluation of a digital system and providing empirical 
evidence about the evaluation. Also, we excluded the articles that met at least one of 
these criteria: not written in English, published before 2014, not having a full text or 
published as abstracts, designed as non-empirical research, such as opinion papers, 
reviews, or editorials. 

2.2 Dataset and Procedure 

Following the search, we identified relevant articles, considering their titles and abstracts. 
After removing the duplicates, we applied the inclusion and exclusion criteria to select 
the most relevant articles for the analysis. This resulted in the involvement of 135 articles. 
However, we could not access the full text of seven of them, so we included 128 articles. 
The articles included in the evaluation were distributed between seven major publishers, 
including Springer, IEEE Digital Library, ScienceDirect, SAGE, ACM, Taylor & Fran-
cis Online, Wiley, MDPI, and twenty-five other publishers. Next, we used the Adobe 
Accessibility Checker (ACC) to evaluate the PDF versions of selected articles. Based 
on the Web Content Accessibility Guidelines (WCAG) and PDF/UA requirements [2], 
the checker allows for detailed outcomes of the accessibility inspection. We also man-
ually tested each article for violations that the tool may not have detected, or in case it 
had delivered false positives. Overall, this method allowed us to systematically evaluate 
the accessibility of the selected PDF files and, furthermore, identify common violations 
causing accessibility barriers. 

3 Results 

All the articles evaluated in the study failed to meet the requirements within the AAC’s 
seven accessibility aspects [2], namely document, page content, forms, tables and lists, 
alternative text, and headings. We also manually evaluated the logical reading order,
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color contrast, and navigation links. Details of the tool-based and manual evaluations 
are presented in the following sections. 

3.1 Document 

All articles had accessibility permission flags enabled, which ensures content can be 
copied for assistive technologies. Similarly, none of the articles were image-only PDFs, 
meaning that the content does not include scanned images and is thus readable by assistive 
technologies like screen readers. However, the evaluated articles had severe accessibility 
issues concerning tagged PDF and logical reading order. Only 16 articles (12.5%) had 
proper structural tags for screen readers and navigation. This results in the fact that 
most of them (n = 123, 96.1%) need to have content sequenced logically to achieve 
a meaningful order, as the failure in tagged PDF creates problems with specifying the 
correct reading order. 

The evaluation results indicated that 52 articles (40.6%) correctly set the primary 
document language, which ensures screen readers pronounce the content appropriately. 
The lack of title was found to be one of the most violated issues in the articles. In 
fact, only five of them (3.9%) contained the title in the title bar, which is necessary 
to improve user experience because it provides a visual cue about the document and 
its title. On the positive side, most articles provided bookmarks (n = 122, 95.3%) that 
eased the navigation, and almost all met the contrast requirements (n = 127, 99.2%) with 
distinguishable contrasts between text color and document background. The articles in 
question have a traditional black (text) and white (background) format that enhances the 
legibility and visibility of the documents. 

3.2 Page Content 

Our evaluation highlighted that only four (3.1%) articles included tagged content, which 
is important for screen readers to understand the content. Most articles (n = 98, 76.6%) 
lacked tagged annotations, such as comments and editorial marks (e.g., insert and high-
light). The absence of tagged annotations causes further barriers for screen reader users 
in the attempt to access and perceive content. As regards tab order, it is important in 
PDFs as tabs are commonly used to navigate a PDF document. However, only ten articles 
(7.8%) showed a correlation between the visual and structural hierarchy and tab nav-
igation, potentially negatively impacting the documents’ navigation and general user 
experience. Almost half (n = 67, 52.3%) of the articles had reliable character encod-
ing, which ensures that the document’s special characters are displayed correctly and 
consistently. 

All evaluated articles passed the tagged multimedia, screen flicker, scripts, and timed 
responses criteria. As for tagged multimedia, it validates if the content, such as audio 
and video files, is tagged and identifiable for assistive technologies. Screen flicker pro-
tects readers by checking the presence of flashings, animations, and scripts that can 
cause seizures in people with photosensitive epilepsy. Scripts, conversely, ensure that 
embedded scripts do not create problems with utilizing assistive technologies, keyboard 
navigation, and input devices that individuals with disabilities may need to access the 
documents. Lastly, timed responses check off if readers are not forced to take action in
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forms and have enough time to interact with the content within a set timeframe. The find-
ings of the study also showed that most documents (n = 89, 69.5%) had non-repetitive 
navigation links for easier navigation and access to external sources. 

3.3 Forms, Tables, and Lists 

None of the evaluated articles contained forms, so they were error-free concerning tagged 
form fields and field descriptions. The former checks structure for interactive forms, such 
as text field checkboxes; to ensure identification and interaction with the form elements, 
whereas the latter provides explanatory text for form fields. Only 20 articles (15.6%) 
had a table structure considering table rows, table headers, and table data - and only 
nine articles (7%) contained defined header rows in tables, which is essential to under-
standing the importance of the table and table data. These are critical table elements for 
people with screen readers to navigate and perceive the table content easily. Furthermore, 
111 of the articles’ tables (86.7%) had data integrity problems (e.g., rows and column 
arrangements), which show irregularities and layout formatting issues. Similarly, only 
20 articles (15.6%) had ordered format with visual organization, content organization, 
and navigation (list: list items) and appropriate structure of the list label (LBI) and list 
body (LBody), which enhances the readability through the document. 

3.4 Alternate Text and Headings 

Alternative text is crucial for people who need help to visually perceive non-textual 
content and elements, e.g., images, figures, graphs, and charts in documents. As today, 
assistive technologies can only interpret and describe the visual content to nonvisual read-
ers with an alternative text. Document headings, however, are crucial to both the visual, 
hierarchical, and logical structure and provide visual clarity, visual clues, and feeding 
logical structure and navigation path for assistive technologies. The results of the study 
showed that most articles (n = 115, 89.8%) failed to provide meaningful descriptions 
for non-text content in the documents, which might create major accessibility barriers 
for individuals with visual impairments. 

Furthermore, most articles (n = 108, 84.4%) failed to skip an alternative text where 
it is unnecessary (nested alternative text). This issue is important because redundant 
information - that is already present in the surrounding text - should not be interpreted 
with assistive technologies, e.g. if a chart and its results are explained in the text. In 
other words, it is unnecessary to do the same as an added alternative text to the visual 
chart. The same number of evaluated articles (n = 108, 84.4%) failed to tag decora-
tive elements (associated with content) and were empty or tagged as decorative instead. 
Please note that the document should not hide annotation for screen reader users but 
rather identify and describe the reasons. Only 20 articles (15.6%) passed to hide anno-
tation information (hides annotation) from blind users, making it impossible for them 
to understand the content. Most of the articles failed to provide essential information 
for elements beyond images (other elements alternate text). In contrast, only 20 articles 
(15.6%) had a structured and coherent document hierarchy (appropriate nesting).
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4 Discussion and Conclusion 

Previous research has shown that partially or completely inaccessible websites, mobile 
applications, and electronic documents create significant barriers to especially people 
with disabilities [1, 9, 13]. Although PDFs have been used for sharing and publishing 
information for years in fields like education, business, health, and academia - and, on 
top of that, the increasing interest in research on the accessibility of digital systems 
among researchers - insufficient accessibility remains a persistent challenge, even for 
accessibility-themed articles published on scientific platforms. Herein lies the paradox: 
If you want to be exemplary in inclusion and accessibility, you ought to lead by example. 
In this study, we explored to what extent PDF versions of academic articles concerning 
the accessibility evaluation of digital systems, such as websites, software, and programs, 
adhere to established accessibility requirements (i.e., WCAG, PDF/UA). Our findings 
align with previous research [1, 4, 5, 18], concluding that all evaluated articles were 
published without sufficient accessibility measures; in turn creating a significant gap 
between theory and practice. Furthermore, they contained violations in several cate-
gories, indicating that they lacked essential formatting, such as appropriate document 
structure, logical reading order, and alternative text for non-textual content. We con-
clude that the insufficient accessibility of the accessibility-themed articles evaluated in 
this study generally hinders access for people with visual impairments or blindness -
relying on assistive technologies like screen readers - to navigate and understand digital 
information effectively. 

The ecosystem of scientific publication includes three main pillars: authors, pub-
lishers, and authoring tools, each of which has equal importance on the quality of the 
outcome. We argue that the main challenges in creating accessible PDFs are related to 
the lack of awareness of publishers and researchers. Besides, efficient authoring tools 
are needed to notify content creators about errors in their documents before they export. 
Therefore, raising awareness of diverse user needs and wants is the first step to creat-
ing sustainable change [11]. The results of the present study showed that even articles 
evaluating the accessibility of digital systems fail to meet the established accessibility 
requirements. Authors’ responsibilities, on the other hand, are to generate accessible 
documents that everyone can access, understand, perceive, and easily interact with. 

Web accessibility has been mandatory in many countries for years. The same legal 
action should be taken to access electronic documents, as they constitute the main parts of 
sharing and publishing information in the digital society. Furthermore, publishers should 
make it mandatory for authors before they submit their documents. However, many jour-
nals often do not require accessible documents, as accessibility is not a criterion and is 
furthermore absent from journal templates, which does not support creating inclusive 
documents. During our manual evaluation, we identified several violations caused by 
journal templates and their formatting issues, resulting in the fact that on one occasion, a 
paper failed the color contrast check due to the journal’s color theme on tables. Moreover, 
on almost every occasion, journals’ logos lack alternative text, association with content, 
and/or alternative text, and some journals even generate cover pages containing acces-
sibility issues and broken links. We argue that journals, especially within the themes of 
inclusion and accessibility, ought to provide accessibility guidelines and support authors 
to make their documents accessible. Instead, in many journals and conferences, paper
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submissions are expected to follow accessibility requirements. However, it is up to the 
authors to create accessible documents. 

Authoring tools with accessibility features should promote the creation of accessible 
documents and inform content creators about their benefits. What is more, they ought 
to integrate features that comply with established accessibility requirements. Although 
some research shows that authoring tools can improve the accessibility of documents 
[18], they have several shortcomings, negatively affecting their efficiency and prevalence 
[8]. For example, MS Word provides accessibility features, but the accessible formatting 
can disappear when exporting to PDF. Other tools, such as LaTex, do not have additional 
plugins for accessible formatting at all, making creating inclusive documents difficult, 
even for those aware of its necessity. 

From this study, we can conclude that the accessibility of PDFs is still an issue, even 
in research papers on accessibility topics published in the last decade. What is more, our 
findings suggest that there have not been any significant improvements over the years. 
Hence, there is an urgent need to raise authors’ awareness by making it mandatory for 
published documents to be fully accessible. Also, we suggest that providing effective 
and efficient authoring tools might be the first step of change towards a more inclusive 
and sustainable digital society. This includes publishers who are responsible for the final 
versions of the articles by providing an accessible template and making the final check 
before publishing, seeing that authors can’t control the accessibility of their articles after 
submitting the “author version”. Future research should explore the potential reasons for 
insufficient accessible documents from both publishers’ and authors’ perspectives and 
furthermore examine the efficiency of existing authoring tools. 

Disclosure of Interests. The authors have no competing interests to declare that are relevant to 
the content of this article. 
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Abstract. Nowadays, most digital documents are available in the form 
of PDF files. The main problem, however, is that there are hardly any 
tools that automatically generate accessible PDFs, which is why they 
have to be made accessible. In a study with nine participants, we inves-
tigate the usability of three tools (Adobe Acrobat Pro, Axes and PAVE), 
used for making PDFs accessible. Our results show that the SUS score of 
PAVE is best, followed by AXES and Acrobat. None of the three tools, 
however, achieves an SUS score above 50 and therefore need improve-
ments. The qualitative analysis points at three main problems: (i) users 
felt lost and do not know what to do, (ii) there is no or insufficient 
possibility to track changes and (iii) the interfaces are not easy to use. 

Keywords: Accessibility · PDF Documents · User Study 

1 Introduction 

The Portable Document Format (PDF) format is one of the most widely spread 
digital document formats in use today, with many people relying on them to 
transmit information over long distances as well as having a printable document 
format. 

The PDF Association estimates that in 2021 around 90% of documents online 
were provided in PDF format [ 7]. Documents like invoices, instruction manuals, 
but also worksheets, presentations, official documents distributed by government 
offices etc. are provided to users as PDFs.This means that in order to participate 
in (digital) society nowadays requires the ability to read PDF documents. Using 
PDFs for people with sight usually is straight forward because nearly every device 
has a way to display PDFs and most text editors can generate them. However, 
most PDFs created by different tools are not accessible for visually impaired 
readers. 

To address this problem lawmakers started to pass laws and regulations to 
improve the state of accessibility in society. For example, the European Acces-
sibility Act (EAA) forces European countries to implement accessibility in their 
local laws following general accessibility guidelines. 
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K. Miesenberger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 55–62, 2024. 
https://doi.org/10.1007/978-3-031-62846-7_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-62846-7_7&domain=pdf
http://orcid.org/0000-0002-7346-5744
http://orcid.org/0000-0003-4309-1822
https://doi.org/10.1007/978-3-031-62846-7_7


56 L. M. Osthof et al.

Adjustments of PDF documents to make them accessible include adding the 
necessary metadata and tags in order to make it readable with a screenreader. 
This especially applies for non-linear content (i. e. tables, pictures, graphs) which 
has to be transformed into linear content (i. e. text). This task is non-trivial 
in most cases and can also become very complex the more “layers” of nested 
content has to be translated (e. g. tables with tables inside, or composite images 
that contain multiple different regions that may in turn contain other complex 
structures such as tables etc.). Thus, it is essential that there are intuitive tools 
that support the adaptation of PDFs. In this paper, we investigate the usability 
of three most known tools that can be used to make PDFs accessible: Adobe 
Acrobat Pro, Axes and PAVE. 

2 Previous Work 

The standard for accessible PDFs, PDF/Universal Accessibility (UA) was first 
published in 2012 and updated in 2014 [ 6]. Documents created before that date 
are (most likely) not accessible. While PDF documents generated with Microsoft 
Word are generally accessible and well structured, there are other programs that 
do not add accessibility features, such as LaTeX. PDFs generated with LaTeX 
compilers do not have the appropriate accessibility features enabled by default. 
There are approaches to tagging PDFs with LaTeX packages or newer LaTeX 
versions, but these are neither easy to use nor well maintained or only in the 
process of being developed and coming [ 4]. 

There is ample research in the area of technology acceptance in general. For 
example [ 11] introduced the Unified Theory of Acceptance and Use of Technol-
ogy (UTAUT) in 2003. However, there is little research in the application of 
technology acceptance studies in the context of PDF remediation. The authors 
of [ 10] analyse the issues arising when introducing accessibility requirements to 
PDFs in the context of scientific work. They propose to improve the dissemina-
tion of accessible documents by the following steps: (i) Lowering the barriers for 
authors when trying to submit their documents in accessible form. (ii) Reducing 
friction in the remediation process itself, by removing unnecessary hurdles from 
the systems used to remediate documents. (iii) Increasing the general awareness 
of the importance of accessible documents. Another research area of interest is 
research on the topic of user assistance systems. As the efficacy of simple help 
pages and “F1 help” functions has been questioned in the past [ 9] or even been  
described as distracting [ 3], we turn to more integrated approaches. For example, 
[ 8] present the concept of Advanced User Assistance Systems, classifying three 
types: intelligent, interactive and anticipating user assistance systems. Similarly 
Honold et al. [ 5] present user assistance systems that provide help to users on 
the basis of a knowledge base that makes it possible for the system to adapt to 
users with different levels of expertise. 

Looking at these approaches we see ample possibilities to improve the usabil-
ity of remediation programs by adding assistive functionality that goes beyond 
a simple instruction page.
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In the context of accessible PDF documents, there are strict guidelines that 
define what a PDF must look like to be recognized as accessible [ 6] or provides  
a list for checking PDF/UA conformity (https://www.pdfa.org/). The company 
axes4 offers the PDF Accessibility Checker (PAC - https://pac.pdf-accessibility. 
org/de) to check compliance with the PDF/UA standard. There is a comprehen-
sive list of elements that must be handled correctly (correct labeling of elements, 
alternative texts, correct nesting of headings, marking of heading cells in tables, 
etc.). Thus, we perform a fundamental study with users to analyze the current 
status and the various steps towards an accessible PDF using the programs men-
tioned at the beginning in order to gain new insights for new developments and 
optimizations. 

3 User Study 

In this section, we describe a user study in order to get an overview over the 
most pressing issues and biggest pain points that users have when making PDFs 
accessible. 

3.1 Participants 

We selected nine participants based on their novice status with PDF adaptation. 
Cursory experience with the adaptation of digital documents in general wasn’t a 
disqualifying criterion. Prior to the study, some demographic data (i. e. educa-
tional background, occupation) was requested and they were asked to self-assess 
how well they knew the systems on a Likert scale from 1 to 5 (1 = no experi-
ence, and 5 = highly experienced). Knowledge ranged for Axes and Pave from 1–3, 
Pave (8 times 1, 1 time 3) and Axes (7 times 1, 2 times 2), and for Acrobat experi-
ence between 3–4 (7 times 3, 2 times 4). However, subjects showed familiarity with 
using it to improve accessibility. All of them had academic background (2 B.Sc, 
4 M.Sc. and 2 students). The participants work either in academia (2), chemical 
engineering (2), media industry (1) or industrial engineering (1). Table 1 summa-
rizes the participants and their reported experience with the software tested. 

3.2 Method and Procedure 

The documents used in our study were created with Libre Office and excerpts 
from Wikipedia, with minor formatting but otherwise simply copied text with 
figures. No additional effort was put into making the document more accessible 
other than configuring Libre Office to export a tag-tree, which is not default 
behaviour. 

Subjects were given a short introduction to the topic consisting of a brief and 
superficial explanation by the study conductor to simulate a first time encounter 
with the topic. In a first step, the participants tested two (of our three) tools for 
PDF adaptation on one of two test documents respectively. To avoid any learning 
effects, the order of tool and document were randomized. It has to be noted, that

https://pac.pdf-accessibility.org/de
https://pac.pdf-accessibility.org/de
https://pac.pdf-accessibility.org/de
https://pac.pdf-accessibility.org/de
https://pac.pdf-accessibility.org/de
https://pac.pdf-accessibility.org/de


58 L. M. Osthof et al.

Table 1. List of the participants, their demographic data and reported experience 
with the 3 tools tested. Note that the reported experience with Adobe Acrobat Pro are 
related to tasks other than accessibility. 

Subject Education Profession Acrobat Axes Pave 
P1 M.Sc Academia 3 1 1 
P2 HS Student 3 1 1 
P3 B.Sc Student 3 1 1 
P4 B.Sc Academia 3 1 3 
P5 M.Sc Chemical Engineering 4 2 1 
P6 M.Sc Media Industry 3 1 1 
P7 M.Sc Chemical Engineering 3 2 1 
P8 M.Sc Industrial Engineering 4 1 1 
P9 HS Student 3 1 1 

this is already an extra step to be taken by any user trying to make an accessible 
document in the first place, as it’s not the default behaviour. However, this step 
was necessary, to make sure that all three of the tested programs work with the 
document to begin with. Afterwards, we conducted a think-aloud session, using 
the method by [ 1]. Participants were simply asked to adapt the given document 
with the given tool. They could choose their own approach as well as decide when 
they were done with the task. No external help such as googling was allowed. 

When subjects declared they were done with adapting the PDF with one 
tool, they were asked to complete a System Usability Score (SUS) to quantify 
the usability of the tools. Then, a semi-structured interview was conducted to 
learn about the issues subjects observed when using the tools. Additionally, we 
collected the subjects insights into which parts of the tools should be improved, 
explained better, etc. During the interview, we asked the following eight ques-
tions, using each question as a starting point for short discussions: 

1. Do you receive support from the tool? 
2. How satisfying or frustrating is the usage of the tool? 
3. How free and autonomous are you when using the tool? 
4. Does the tool give you a feeling of competency? If yes, how much? 
5. Accessible documents are important, especially for blind people. Does the 

tool provide an insight into the problems of people with visual impairments? 
Does the usage of the tool make you empathize with people with blindness? 

6. How do you rate the tools in comparison? 
7. Which functionalities have to be improved in your opinion? 
8. Do you have additional remarks, suggestions, problems, etc? 

We recorded the interviews and video-recorded the think-aloud sessions while 
interacting with the system. After the sessions, we transcribed the recorded 
material and analyzed the transcripts by collecting the pain points and further 
comments.
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4 Results 

In this section, we report the results and our findings. The participants men-
tioned besides others the following pain points while using the tools. For exam-
ple Acrobat Pro is a versatile program providing PDF editing and accessibility 
features, but users struggled with its complexity. First, the necessity to manu-
ally initiate accessibility checks caused frustration. Users found it challenging to 
add missing metadata due to unclear instructions and were unsure about correct 
authorship or title information. The programs tested lacked intuitive function-
ality; users could not grasp the effects of their actions or navigate efficiently 
through problem areas. 

Participants were confused by terms like “metadata” and “tags,” showing 
a gap in understanding fundamental concepts and terminology. This lack of 
knowledge extended to creating alternative texts for images, with confusion over 
appropriate length and detail. 

Moreover, table handling was problematic; users did not understand how 
to assign headers correctly. Programs provided little guidance or explanations 
for errors, hindering effective problem-solving. Crucial functionalities were often 
hidden or absent, such as zooming into documents in Pave or undoing changes 
in Axes. 

Unexpected program behaviors added to user confusion, particularly when 
actions led to unforeseen consequences or when click-through from error lists to 
problematic document elements didn’t work as expected. Inconsistencies within 
the tools’ feedback systems further complicated the task. 

Participants expressed a need for foundational knowledge on topics like tag 
naming schemes and document structure rules but received inadequate support 
from the software tools. They also noted operational difficulties with basic inter-
actions like dragging-and-dropping or scrolling through lists. 

P4 expressed it as “I’m stranded, that is: I can’t proceed. Yeah, I’m stuck. I’m 
missing a manual which tools I have to apply and how”. Although there might 
have been some solution to the problems, the participants did not know them. 
The following paragraph details the problems subjects encountered during their 
think aloud session as well as the problems identified during the interviews. 

4.1 Qualitative Findings 

Overall, there was a pervasive sense of frustration and exhaustion due to cum-
bersome processes and an unclear outcome in terms of accessibility compliance. 
User experiences highlighted that PDF accessibility software tools have signifi-
cant usability issues, emphasizing the need for more intuitive design and more 
comprehensive educational resources. Thus, the investigation of the think-alouds 
and the interviews revealed three main categories of problems, which we identi-
fied as follows:
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1. Users feel abandoned, i.e. they don’t know 
(a) what to do, how to proceed through the task at hand, 
(b) which information is exactly needed and which inputs are required from 

them, 
(c) what the terms used in an accessibility context mean (e. g. H1, TD, TR, 

SPAN etc.) 
2. Missing/insufficient possibility to track or validate the changes the underlying 

data, i.e. there is no way to 
(a) undo a change, 
(b) review and verify changes easily, 
(c) access metadata and other data that already exists (in the background). 

3. Confusing/non-intuitive interface, i.e. there are 
(a) many buttons with unclear effect, 
(b) different “working areas” scattered across the User Interface (UI) in a 

non-coherent manner, and 
(c) unexpected changes in the view-port (e.g. interface elements obstruct 

vision on others, lists scroll unexpectedly). 

4.2 SUS 

Looking at the System Usability (SU) scores, we can see that none of the tools 
tested are well received by users. Table 2 shows the SU scores given by the 
participants per tool used. Analyzing the SU scores, we can see that none of the 
tools tested are well received by users. Figure 1 shows how the three systems 
perform regarding their SU scores. Using the different classifications presented 
by Bangor et al. [ 2], we can clearly see that none of the tools tested are well 
liked by novice users except for Pave by single users (P02,P05,P09). Table 2 
shows that there is no uniform picture. However, when we look at the mean of 
the ratings Acrobat achieved a SU score below 30, AXES between 30 and 40, 
and Pave between 40 and 50. 

Fig. 1. Acrobat achieved SU score below 30, AXES between 30 and 40 and Pave 
between 40 and 50. None of them achieved a score over 50.
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Table 2. SU scores given to the individual programs by the subjects. An empty cell 
points out that the subject has not tested the respective tool. 

Subject Acrobat AXES Pave 
S01 32.5 22.5 
S02 30 70 
S03 40 52.5 
S04 40 52.5 
S05 17.5 82.5 
S06 0 67.5 
S07 15 0 
S08 17.5 15 
S09 20 60 

5 Conclusions 

We examined the usability of three tools that make PDF documents accessible 
with nine participants. Our study suggests that inexperienced users are generally 
dissatisfied with the PDF customization systems currently available. Various 
reasons were cited for the difficulty of making PDFs accessible: lack of knowledge 
about barriers that can occur in PDFs and how to remove them, lack of features 
in the software and problems with the interface. 

We summarize the requirements requested by users as follows. Given the 
problems identified in the study as well as some related work, a PDF remediation 
system should fulfill the following conditions: 

1. The system must be easy to understand for beginners 
2. The system must provide tools that meet all common accessibility require-

ments 
3. The system must guide users through the troubleshooting process 
4. The system must provide appropriate help when needed 

One of the key findings was that (inexperienced) users need to be guided 
through the whole process and need a more detailed explanation at certain 
points. In addition, we realized that this guidance needs to be seamlessly inte-
grated into the system so that the user can directly access explanations and 
further instructions when needed in order not to interrupt the workflow. 

In the future, new tools will be developed to address the above issues by 
providing guided support, an intuitive interface and trackable changes.
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Abstract. Flex Picture eBooks (FPB) are a format that aims to 
increase the accessibility of eBooks, by dynamically adapting its con-
tents to the users needs. The project leverages the latest advances in 
EPUB3 to transform the creation of inclusive digital learning materi-
als. While EPUB3’s support for rich media holds immense potential for 
accessible education, widespread adoption is hindered by a steep learning 
curve and the time-intensive nature of development. This paper presents 
FPB’s approach to streamlining the authoring of interactive, adaptable 
EPUB3 publications. FPB empowers the creation of illustrated digital 
books that dynamically tailor themselves to individual children’s needs, 
fostering equal access to foundational education. 

Keywords: Accessible digital publishing · EPUB3 · Accessible digital 
illustrations 

1 Introduction 

This paper introduces a novel approach to enhance the accessibility and usability 
of digital publication through adaptable non-text elements. The EU-funded Flex 
Picture eBook (FPB) project strives to revolutionize the adaptability of digital 
publications, particularly illustrated children’s books. By testing a prototype 
publication with children with disabilities, their care providers, and educators, 
the FPB project aim to improve inclusion in digital publishing. 

We present a software suite designed streamlined authoring. It offers innova-
tive tools addressing two core areas: 

– Accessible Illustration Creation: Assisting authors in generating illustrations 
that are inherently designed to accommodate a range of comprehension levels. 

– EPUB3 Integration: Providing mechanisms to seamlessly incorporate com-
plex and layered illustrations into compliant EPUB3 publications, ensuring 
compatibility with common consumer electronic devices and assistive tech-
nologies. 

By addressing these distinct yet interconnected challenges, the FPB project 
paves the way for mainstreaming accessibility in the publishing sector. 
cO The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
K. Miesenberger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 63–71, 2024. 
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2 State of the Art 

Many word processing tools such as Google Docs [ 3] now support exporting text 
files to the EPUB format. However, this only allows users to convert static files, 
and excludes the possibility of handling user input, thus making it unsuited for 
the creation of Flex Picture eBooks. 

Currently, these kinds of eBooks have to be made by hand, which poses 
a lot of difficulties that could potentially deter authors and publishers from 
distributing their work in this new accessible format. The main problem is the 
technical nature of the EPUB file type [ 1]. Under the hood, they are specially 
formatted ZIP archive files format, containing Extensible HyperText Markup 
Language (XHTML) pages. All of the text has to be manually input into these 
XHTML files and styled through CSS, while the interactive functionalities have 
to be coded in JavaScript. In some way, each page can be thought of as an 
individual website that has to be manually programmed. This poses a serious 
technical challenge for the publishers, the majority of which do not possess a 
background in programming. 

Fig. 1. The file structure of the EPUB Format. The mimetype tells the e-Reader that 
it is a digital publication, while META INF contains files which point towards the root 
documents. The OEBPS directory contains the folders in which all of the files inside 
the book are stored (sorted into the corresponding subfolders). 

The EPUB format also has very strict guidelines that have to be fulfilled. If 
even a single condition is disregarded, or a parameter is altered in an unexpected 
way, the EPUB cannot be displayed on an otherwise compatible screen reader 
[ 8]. This brittleness spans multiple dimensions, such as the way the files are 
arranged inside the containers. There is a required folder structure that dictates 
what kind of files are put into which directory (see Fig. 1). All of these file 
structures have to be created, and even subtle errors such as misspelling a folders
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name can be detrimental. The format also requires a couple of different files 
that point the e-Reader to the location of the pages are and help it navigate its 
contents. These files also have to be written in very particular ways, requiring 
a number of script tags and specifications to be working properly. Integrated 
Development Environments (IDEs) and Word Processors, in which these files 
are usually created, do not tell the user which tags are still missing or what 
options are allowed, which makes working on these files very opaque and can 
often times lead to great frustration. 

There is specialized software for testing EPUBs, such as the EPUB Checker 
[ 4], that allows the user to validate their files. Their purpose is to draw attention 
to the flaws present in the documents and inform them of specific problems. This 
makes the creation process slightly more transparent, giving the users a list of 
errors they can fix. But, to make the files compliant to the standard, using a 
validator still requires knowledge about technical details and can be very time 
consuming. 
Software such as Sigil [ 6], helps navigate this maze somewhat, letting users 
generate the directory structures and required files. But, using them still is 
fairly demanding on a technical level, making it inaccessible for people who have 
no experience working with web technologies. Because, like with the examples 
of other text processors, the output of these files is static, and the additional 
Javascript code needed for the creation of Flex Picture eBooks has to be imple-
mented manually. Our proposed software should lower the barrier of entry that 
comes with the creation of Flex eBooks, by automatically allowing users to gen-
erate compliant EPUBs that include the Flex-eBook functionality, with the user 
having to interact with the coding as little as possible, while giving them access 
to the full range of functionalities that come with the format. 

3 Methodology 

In the section below, the methodology behind creating the Flex Picture eBook 
Builder will be explained. The creation-process was split into two separate, but 
interconnected parts: The user interface and the system that creates the EPUBS 
themselves. 

3.1 Building an Accessible User Interface 

Creating an accessible user interface (UI) is crucial for ensuring that all users, 
including those with disabilities, can interact with digital products effectively and 
comfortably. To make the software available to as many people as possible, we 
decided to use Electron [ 2] as the development framework, because it allows for 
the creation of platform independent applications. In the section below, detailed 
explanations of all of the screens that the user is presented with can be found.



66 D. Gharbieh et al.

Project. This is the starting point of a FPB publishing journey. Here, the user 
has the opportunity to manage existing projects or begin new ones. (see Fig. 2) 

Fig. 2. Project Screen 

– Manage Existing Projects: utilize the ’Recent Projects’ section located on 
the right-hand side of the interface. This feature provides convenient access 
to previous projects. 

– Start a New Project: utilize the main space for: 
1. Directory: browse to select the directory to store the project files. 
2. Name: provide a descriptive name for the project. 
3. Publication languages: Specify the languages in which the EPUBs will be 

created. 
4. Other settings: customize settings for the book, whether it is going to 

include options like audio narrations, instructional content, and if the 
settings will be included. 

Metadata. Here, the user provides the essential information that describe their 
FPB. (see Fig. 3) 

– Add metadata: choose a type of metadata from ’Available Metadata’ on the 
left, then click "Add" to see the required fields on ’Added Metadata’ on the 
right side. 

– Remove metadata: choose item from the ’Added Metadata’ list on the right, 
then click "Remove" to return the fields back to available metadata list on 
the left side.
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Fig. 3. Metadata Screen 

– Added Metadata language-specific types: some types of metadata that need 
multilingual input (e.g. the title) will have editable table spaces for each of 
the previously selected publishing languages. 

– Required types: The application highlights the required types and prompt 
the end user to complete them before proceeding. 

– Info section: shows information about the selected type of metadata and how 
to set it properly. 

Spine. In this section, all content elements can be added and arrange the pages 
of the FPB. (see Fig. 4) 

– Add and order pages within the publication, excluding the cover (first page) 
and credit (last page). 

– Content section for each page: 
1. Text: enter the page text content in the editable text table for each of the 

publishing languages. 
2. Narrations: upload audio narration files for each of the publishing lan-

guages. 
3. Images and Scripts: 

(a) Image: Browse to select the XHTML file containing the adapted illus-
tration (SVG). 

(b) Style: The application will identify external linked resources such as 
CSS and JavaScript files and prompt the user to specify their locations 
for proper integration and rendering within the project. 

(c) Verify linked files and avoid unnecessary duplication of resources used 
across multiple pages.
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Fig. 4. Spine Screen 

4. Alternative text: enter the image alt text in the editable table for each of 
the publishing languages. 

5. Remove: Delete the entire selected page, excluding the cover (first page) 
and credit (last page). 

Review and Publish. In the final section, the FPBs are finalized and prepared 
for distribution. (see Fig. 5) 

– File name: Set the publication file name, By default, it will contain the same 
value entered in the ’Name’ field on the project screen. 

– Launch published E-Book: Tick the box to run the eBook immediately (using 
Thorium). 

– Generate: Create the intermediate file structure and the metadata files. All 
generated content will be placed in a set of subfolders (one per publishing 
language) in the project root directory. This allows the user to examine and 
modify the files that will build up the FPBs if needed. 

– Review: Validate the generated file structure against EPUB3 standards using 
EPUB checker tool. 

– Publish: Outputs an EPUB from the generated files for each publishing lan-
guage that is ready for distribution. 

3.2 File Management and Automated Flex-EBook Creation 

One of the more interesting challenges that we ran into was automatically 
importing files that are required for the interactivity to work. The images are
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Fig. 5. Review and Publish Screen 

saved as SVGs inside XHTML files, and often need additional Javascript code, or 
styling and formatting from CSS, to be displayed correctly. To make the process 
as uncomplicated for the user as possible, we decided to automatically import 
these files into our program. To do this, the XHTML document is scanned line 
by line for import statements. Using string manipulation, the exact places where 
these statements point to are then determined. Most of the times these state-
ments specify a location relative to that of the selected file, which means that 
the absolute position in the file system has to be determined, to import the 
dependency. After a quick check, the paths are added to the list of documents 
that is packaged into the EPUB. If multiple files point to the same dependency 
(meaning that a file has been reused in multiple XHTMLs), the system only 
imports it once. In case a dependency was not found, the user is prompted to 
manually select it. 

Before the EPUB is created, all of these documents are copied into their 
corresponding folders. To make everything work properly, the import statements 
of the XHTMLs need to point to these new locations, which our system solves 
by changing the old paths, with the new relative ones. Because every EPUB has 
the same file structure, the creation of the relative paths can be standardized. 

There is a number of files that our system generates, such as the menu that 
is shown at the start of the EPUB, which are dynamically generated from tem-
plates. These templates are then filled according to metadata specified in the 
front end. This allows us to quickly create FPBs in multiple pre-specified lan-
guages. One of the issues that are still at play, is the fact that for every language 
the template has to be manually translated, which is a huge amount of work for 
us. While most files are language independent, something like the settings menus 
still requires the names of the buttons to be translated. Most other templates 
are generated completely dynamically, but the menus are (mostly) pre-written 
XHTML files, where some content is changed according to the specifications of
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the user. This is due to the comparatively large size of the menu files, which 
made this approach more efficient during production. However, this can be a 
bit of a hurdle in terms of translation, because the text content is entangled in 
the HTML code. One solution that will be explored, is creating the menus from 
language agnostic templates and reading the text from files that only contain the 
names of the items, thus allowing these files to be translated by an automatic 
translation service like DeepL [ 5]. These would still have to be checked by natives 
of that language, but could cut down on a large amount of time and potential 
costs. 

The system is built in such a way, that if every required field was filled 
in, then the program exports a working EPUB, that can get validated without 
issues. The output of the program contains two parts: The EPUB and a folder 
containing all of the raw files, allowing the user to browse them and make sure 
they contain the right information. 
As stated before, the EPUB itself is a ZIP containing all of these documents, with 
the file extension changed to the .epub ending. However, there are some more 
things that could potentially trip up our program: First, the format requires the 
ZIP to be in a particular order, namely that the .mimetype file (which tells the 
eReader that the folder in question is indeed an EPUB), is at the first position. 
Secondly, the compression inherent in a ZIP File cannot be applied equally on 
all documents, specifically the .mimetype file has to be left uncompressed and 
unencrypted [ 7]. Ordering the elements inside of a ZIP, or compressing elements 
non-uniformly can be quite challenging without specialized software, so we made 
sure that the rendering process was as automated as possible. 

4 Future Work 

Our software should lessen the workload and required technical knowledge to 
create Flex eBooks and lower the barrier of entry to such a degree that the 
format becomes more widespread. One of the ways this process could be further 
simplified, is through the creation of a tool that allows illustrators to export 
directly to the required format and simplify the process of manually abstracting 
images. In the next steps, this tool will be implemented as a plugin for Adobe 
Illustrator, which hopefully makes the task of image-creation easier and more 
accessible. 
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Abstract. The W3C Web Accessibility Evaluation Tools list offers one of the 
most comprehensive and most referenced lists for accessibility evaluation tools 
today. The tools in the list can help check or monitor various accessibility issues 
on websites and apps. This paper describes the re-design of the list to make it more 
future proof and accessible for a large variety of stakeholders, both accessibility 
experts, novices and others to find the right tool for their situation and needs. The 
re-design included defining the audience, information needs, user-stories, design 
and layout, comprehensive user and technology-oriented filter options, decision 
support for users, etc. The researchers propose new functionality to guide users to 
relevant accessibility tools, such as a step-by-step search assistant, new updated 
filter and search functions, and adding relevant and understandable information 
for each tool. The end result provides both experienced and novice tool users with 
options to filter and search for the tool that suits their needs. 

Keywords: Accessibility · Tools · Evaluation · Conformance · W3C · web 
design 

1 Introduction 

Web accessibility evaluation tools can help identify potential accessibility issues on 
webpages, apps and in digital documents [1]. There is a wide range of tools available 
[2, 3]. For example, some tools can check for specific issues, standards versions or 
technologies, some provide more in-depth feedback that can be used for training, others 
can be used for deployment or to simulate the experience of a specific user group with 
a disability. Tools can support manual review or fully automated checks. 

The W3C offers the Web Accessibility Evaluation Tools List [2] that includes more 
than 160 tools and is one of the most comprehensive and most referenced lists for 
evaluation tools today. It offers an overview of available tools together with some basic 
information and filtering options to help users find a tool. However, it was showing signs 
of age. The contents had been maintained regularly, but the user interface had not been 
revised since 2014 (see Fig. 1).
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The Tools list needed a re-design to better satisfy the information needs of today’s 
tool users and to support both experienced and novice users with a basic understanding 
of web accessibility evaluation. This provided an interesting challenge between the 
amount of (technical) information available and not overwhelming (new) users. Nielsen 
describes this balancing act in his 7th heuristic of usability [4], which states that systems 
should cater to both expert and novice users through flexibility and efficiency of use. 

Fig. 1. Screenshot of the old W3C WAI Web Accessibility Evaluation Tools List (31/01/2024) 

This paper describes the process of re-designing the accessibility evaluation tools 
list resource for both expert and new users in the accessibility field and presents the final 
design results. 

2 State of the Art 

The adoption of the Web Accessibility Guidelines for public websites and mobile appli-
cations has been a priority for many countries for decades [5, 6]. However, European 
studies show a lag in accessibility implementation due to a variety of reasons including 
the limited or bad use of tools [7–9]. In an evaluation of Monitoring Reports by Member 
States, the authors conclude that cross-border provision of accessibility tools is available 
and can be expected to increase [10]. But an earlier report shows the use of tools for 
accessibility monitoring is still very limited [11]. The report also shows that tools are not 
always used correctly. None of the automatic tools that are in the market now are capable 
of checking all success criteria [1, 12]. Most of them only check for partial aspects of the 
criteria. This means that automatic tools cannot be used as the only way of monitoring 
accessibility. They can however support users in finding possible accessibility barriers. 

In Europe, monitoring is a legal requirement for Member States [13] and the Acces-
sibility Act requires conformance statements for products and services including how 
organizations organize and ensure continuous support for accessibility [14]. Finding and 
using the right tools can support any person working on accessibility in any part of the 
process. Research suggests a relation between the availability of tools in an organization 
and the actual implementation level of the guidelines in a website [15].
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2.1 Tools Lists 

But finding tools and selecting those useful for your specific needs is not as easy as it 
sounds. Users in our study shared they don’t use the W3C Tools list, but instead find 
tools through co-workers’ advice or online curated lists composed by experts [16, 17]. 
Users state that they prefer having experts select tools for them that are reliable and 
user-friendly. 

Accessibility evaluation tools are also subject of scientific papers, applying them 
to websites, describing, analyzing and comparing them [18–21]. These publications 
may support users and give insight into the current state and possibilities of (specific) 
accessibility evaluation tools. 

Another common way of finding tools is by using a search engine. A Google search 
reveals no similar comprehensive accessibility tools lists that allow users to filter results 
the way W3C offers, but there are many curated lists of Top 20 tools or Best 5 tools, 
sometimes grouped by type or goal. Some lists are composed by tool vendors, promoting 
their tools alongside alternatives. It is not always clear who is behind the lists, if the tools 
were tested and if they are biased towards a paid tool. 

Many websites that contain large lists of information use search bars and filters to 
help users find what they need. We studied sites such as large online stores to find design 
patterns [22, 23]. Large online stores like Amazon and Bol often offer contextual filters 
that change depending on the product category. Sometimes filters are very technical or 
detailed, this may create a challenge for people new to the subject. Websites often help 
these visitors by adding (tooltip) explanations for filters or by offering more in-depth 
guidance in selecting these filters such as a filter wizard. 

These design patterns are currently not used in the designs of accessibility tools lists. 
Most of these lists contain only a limited number of tools. However, with its extensive 
number of tools and diverse user groups, the WAI accessibility evaluation tools list would 
greatly benefit from employing these patterns. 

2.2 User Groups and Other Stakeholders 

Evaluation tools are useful for a variety of users. Web developers, designers and content 
authors use tools to evaluate the accessibility of their product during design and develop-
ment. Web content auditors and QA testers use tools to audit existing websites and web 
content for accessibility guidelines conformance. And content procurers often search 
for tools to check accessibility during the procurement process. In coordination with the 
EOWG, this set of roles was defined as the primary user group for the re-design of the 
Tools list. The secondary user group includes product managers, policy and decision 
makers, legal staff, researchers and educators. 

Important stakeholder in this project [24] was the W3C Web Accessibility Initiative 
(WAI) Education and Outreach Working Group (EOWG) [25]. They develop strategies 
and resources to promote awareness, understanding, and implementation of web acces-
sibility. The Tools list is one of the many resources that EOWG is responsible for. During 
the design process, the design team coordinated with them to ensure the design iterations 
stayed within the brief and requirements.
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3 Methodology 

3.1 Design Thinking Approach 

At the start of the design process, there were many possible design directions, but we had 
little indication of the needs of the different user groups, so an iterative approach was 
chosen with intermittent testing to involve the potential users and other stakeholders in 
the redesign process of the tools list. Design thinking prescribes such an approach and is 
a method often used in projects with vaguely defined goals and contexts. It structures the 
design iterations in several phases or mindsets: Empathize, Define, Ideate, Prototype, 
and Test [26]. 

We started by conducting contextual inquiries to define the requirements. The design 
was iterated multiple times by prototyping and testing finally leading to a complete, 
accessible draft website. 

The way we involved users was done in accordance with the HAN Research Ethics 
Committee. 

3.2 Working with the W3C Education and Outreach Working Group 

The design iterations and research results were presented to the EOWG regularly and 
surveys were sent out to all members to discuss the findings and gather input on the 
design and different key aspects. The EOWG currently has 49 participants representing 
32 organizations. They include persons with disabilities. The EOWG’s work is based on 
a consensus model - a process in which every member of the working group can add their 
objection or reservation on an aspect of the design, which then needs to be discussed 
among all members until a consensus is reached. 

Separate discussions were held with members of the EOWG who were knowledge-
able about a specific aspect of the tools list or accessibility tools. For example, we spoke 
with two members who are also tool vendors. They helped us to further refine the filters, 
making sure they matched the potential features and properties of tools. 

3.3 Contextual Inquiries 

Contextual inquiries involve aspects of both interviews and observations, striking a 
balance between the participants being in the lead and leaving room for researchers to 
step in at key moments to ask for clarification or steer in a particular direction [27]. First, 
we asked users to talk about their experience with accessibility, evaluation, and tools in 
their everyday work. Next, we asked users to demonstrate how they search for tools for 
their own accessibility evaluation goals. Finally, we asked participants to visit the Tools 
list and evaluate it based on their information and functionality needs. 

We conducted online contextual inquiries with 8 users, including current and poten-
tial users of the tools list and tool users as well as vendors. When selecting participants, 
we made sure to recruit users that reflected the diversity of roles within the target user 
group. We spoke with two junior accessibility advisors, a web editor for government 
websites, an accessibility lead, one UX lecturer, one UX & accessibility lecturer, and a 
product manager responsible for accessibility at their company.
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3.4 Data Clustering 

Another source of insights about the old version of the tool list was the GitHub repository 
of the site. Here we could find comments and issues about specific elements and use 
them in further analysis. 

Notes collected from the inquiries and the repository were analyzed by clustering 
using a data-driven approach. Each observation formed the starting point of a potential 
group, to which similar or related data points were then added. From this, the number 
of occurrences was counted. Patterns were identified through discussion of the grouped 
data. Groups were titled as much as possible from the perspective of users (e.g. “How 
do I know which tool is good quality?”). 

3.5 Requirements 

The data from the contextual inquiries provided insights into the user needs and issues 
with the current tools page. From there we defined requirements for the re-design. 
Requirements were prioritized as either “necessary” or “suggested”. This distinction 
was made based on the frequency and severity of user comments and observations dur-
ing use of the tool list, and requirements set by the W3C. Necessary requirements are 
essential to the usability and effectiveness of the tool list. Requirements marked as 
“suggested” are valuable for the design process, but are not absolutely required for a 
well-functioning list, are in conflict with requirements set by the W3C, or were observed 
in a small number of interviews and thus more research would be needed to estimate 
their importance. The user needs and requirements are discussed in the results section. 

3.6 Design Iterations and Testing 

Based on the list of requirements, the research team built upon existing design patterns 
to generate ideas. We aimed to prototype and test quickly using hallway tests with 
researchers, software developers and UX professionals at first. These spontaneous and 
small-scale tests provided the team with quick and critical feedback while the design 
was in its early stages. 

In later iterations, we included expert reviews by consulting the EOWG through 
surveys and discussion groups. And toward the end of the design process, we performed 
an in-depth usability test. 

3.7 In-Depth Usability Test 

Six people participated in a usability test of a mid-fidelity prototype of the tools list. 
Two design lecturers, two web designers, one accessibility tester and one accessibility 
manager. Some are experts on web accessibility and others are new to the field. 

The goal of the test was to evaluate the usability of the design. We used a thinking 
aloud protocol [28] to prompt participants to actively voice their thoughts. We asked 
questions for clarification and to get a better idea of the participants’ experience. 

The test was structured through multiple tasks. While getting a first look at the page, 
we asked for the user’s first impression and who they think the target user group might
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be. Then, participants were asked to find a tool based on an accessibility evaluation 
use case from their daily work. This open task allowed us to observe how users would 
navigate the page without guidance. Two other tasks involved users finding tools for 
specific goals. If testers didn’t use the Filter Assistant, they were instructed to in an 
additional task. 

Afterwards, we asked questions such as: “Looking at the list of filters, are there any 
you aren’t sure what they mean?”, and “What would you like to see differently?”. 

4 Results 

During the research and design process we identified relevant user needs, defined the 
main requirements, explored potential design solutions and developed the final design. 

4.1 User Needs 

We noticed a great variety of goals and information needs of the different user groups. 
For example, some users required additional guidance or information: “Finding the tools 
is challenging, knowing what the right criteria are to decide which tool to use is difficult, 
so you will fail a lot”. While other users commented on a lack of being able to use the 
list effectively: [while attempting to search the page using the ctrl-f shortcut and getting 
34 results] “I don’t have time for this. People will drop out at this point.” 

Three key user needs were defined after evaluating the previous design with users: 

1. User need: present me less technical, more user goal-oriented information 
While the filters previously focused on the technical side of tools, the redesigned 

list should support the intuitive search process of tool users, which is often goal-
oriented (e.g. “I need a tool that can test my website’s contrast.”). Users found it 
difficult to relate to and understand the technical descriptions of tool properties in 
both the filters and the tool descriptions. The redesigned list needed to lower this 
barrier of entry and speak the users’ language. 

2. User need: support me in making the right choice for a tool 
Selecting from a wide range of available tools is seen as ineffective and over-

whelming: “It becomes a big bucket filled with tools and if you’re lucky you’ll find 
something.” Instead, users look for outside guidance in making the right choice. This 
can be in the form of colleagues and experts: “go to someone who’s already involved, 
who will advise you the tools that work well”. Or looking for evidence in numbers 
by choosing the most popular and widely used tools: “if [the tool] is from a 3rd party 
I’d say skip it. […] use the big, well-known [tools]”. 

3. User need: let me easily scan the list for relevant information 
Providing a comprehensive list of tools, each with their own technical and diverse 

features, can overwhelm users. The layout and structure of the list needed to enable 
all users to easily scan for what’s relevant for them, including expert users seeking 
specific, in-depth information.
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4.2 Requirements 

Overall, we defined 41 necessary requirements and 13 additional suggested require-
ments. The requirements were categorized in 6 themes, as shown in Table 1. The  full  
list of all requirements can be found on the W3C website [29]. 

Table 1. Requirement categories and example requirements 

Category Example 

Finding a tool The list should allow filtering based on user goals 

Composing the tools list It should be clear how the list is filled and regulated, so users can 
more easily estimate the quality of the entries 

Information needs The information provided per tool should at least contain: use case, 
features, date of last update, release date, author/company 

Filters Filters should have plain titles and if necessary, a clear description 

Design & layout The layout of content should aid readability and overview 

Adding & updating tools The site should provide concise and clear information about the 
submission & validation process 

4.3 Design Explorations 

Different filtering and sorting solutions were designed and tested to accommodate 
different users and display the results. 

Filter Assistant. Primarily, the filter assistant (Fig. 2) guides new or less experienced 
users through the list of filters. By answering a few questions regarding their accessibility 
goal, technology, standard or use case, the system automatically selects the related filter. 
While the assistant offers valuable guidance for new users, the added steps could be 
considered cumbersome for more experienced users. Thus, we felt the interaction should 
not be prescriptive, and instead leave control to individual users to opt in or out whenever 
needed. Therefore, users are free to skip questions or exit the assistant at any point, 
returning to the tools list with the filters still selected.

With input from the EOWG, the design team iterated on the order of questions 
presented in the assistant, creating a logical and contextual sequence in which some 
answers cause related questions to be added or removed from the queue (e.g. users 
looking for browser plugins are asked which browser it should be compatible with). 

For additional guidance, the assistant also provides descriptions of filters. For exam-
ple, it explains the difference between automated and manual testing tools. Both new 
and experienced users found the assistant valuable, stating “the assistant helped [them] 
to decide what kind of tool [they] needed.” and it can “help understand the filters.”

Filtering by Role or Goal. Since many users stated that they would like to find tools 
relevant to their use case/goal and role, we designed the option for users to select their



Accessibility Evaluation Tools List Requirements 79

Fig. 2. Screenshot of the second question of the filter assistant (Beta)

Fig. 3. Screenshot of the top of the page, showing a selection of different roles to choose from.

professional role to quickly find a selection of tools relevant to them. This was prototyped 
as a row of buttons at the top of the list where users could select their role, such as I am  
a designer (Fig. 3). This would automatically present the tools that fit the general needs 
of this role. 

During user testing participants felt reluctant to use this feature. They didn’t want the 
system to determine which tools were relevant to them, out of fear of missing other rele-
vant tools. Instead, they chose their own way of finding a tool by filtering and searching. 
Therefore, we decided to not implement this feature. 

Selection and Wording of Filters. Since the filters are the primary way users can find 
a relevant tool, they need to be clear, comprehensive and quick to understand and use. 
We went through multiple versions of the filter list, re-arranging filters into categories, 
changing their wording, removing obsolete filters and adding necessary ones. For exam-
ple, filters previously categorized as Automatically checks… are now found under the 
title Scope. New categories of filters include Product evaluated (e.g. Website, Document, 
Source code), Purpose (e.g. Manual testing) and ACT Implementation. The discussion 
about the filters is publicly available in the minutes of EOWG.
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Fig. 4. Screenshot of the re-designed draft of the Web Accessibility Evaluation Tools List. 

4.4 Final Design 

The final design (Fig. 4) addresses the need to serve both novice and expert users from 
different professional domains and for multiple uses and technologies. The new filter 
system forms the main functionality for users to find appropriate tools. This includes 
the possibility to search by keywords, thereby custom-filtering the results in real-time. 
Finally, the filter assistant provides further guidance for new users. 

Filter Options. The filter options are designed to allow filtering based on user goal, 
technology, standards e.g. to check contrast and to filter on key features for tools. Some 
filters are collapsed, because tests showed that only a few experienced users might need 
them, while others are expanded for easy access. The filters themselves also inform 
and inspire new users by exposing them to various topics and practical applications of 
accessibility. Accessible tooltips were added for those filters worded in more technical 
or professional jargon. 

Tools Description. Tool vendors submit information about their tool to the list, which 
is evaluated by the EOWG before publishing. This process uses Github for transparency 
meaning that all input can be followed online. Many tool users do not understand the 
technical terms vendors use to describe tools. The new tools list bridges that gap and 
presents tools in a clear, easy-to-scan format and provides information that is relevant for 
both novice and expert tool users. To match these user needs, tools show key features and 
a selection of details, such as the type of tool and whether it is paid or free. Additional 
details are collapsed by default, so the information is available, but it won’t overwhelm 
new users.
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5 Conclusion 

Our design process led to a redesign that is more future-proof and more accessible to a 
wider audience. It enables tool vendors to present their products in an informative, less 
technical way, while providing both experienced and novice tool users with options to 
filter and search for the tool that suits their needs. Based on the re-design, other resources 
were also adapted like the pages with more information about selecting tools and the 
mechanism for tool providers to add and update tools. 

6 Limitations and Discussion 

Not all features that proved useful during testing made it into the published version of 
the re-designed list. Some user needs conflicted with the requirements of the W3C. For 
example, users would prefer a curated list by experts or a possibility to sort by most used 
or highest rated tools, so they don’t have to compare or try different tools. This was not 
compatible with the W3C aim to maintain a neutral position, offering a comprehensive 
overview, without endorsing specific tools. 

Originally, we had planned a quantitative test of the site when sending out invitations 
to tool vendors to submit their tool into the updated list. Unfortunately, this test had to be 
postponed because of a delay in publishing the list. We believe quantitative tests should 
be conducted to evaluate the usability of the list in its published state. 

Acknowledgments. The re-design was part of the Web Accessibility Initiative - Communities 
of Practice (WAI-CooP) Project, a European Commission (EC) co-funded project, Horizon 2020 
Program (101004794). 

Disclosure of Interests. The authors have no competing interests to declare that are relevant to 
the content of this article. 

References 

1 . White, K., Velleman, E., Hansma, M., Lange, V.: Selecting Web Accessibility Evaluation 
Tools. https://www.w3.org/WAI/test-evaluate/tools/selecting/. Accessed 08 Apr 2024 

2 . W3C/WAI: Web Accessibility Evaluation Tools List. https://www.w3.org/WAI/test-evaluate/ 
tools/list/. Accessed 10 Apr 2024 

3 . Hadadi, S., Sarsenbayeva, Z., Kay, J.: Analysis of W3C’s 167 accessibility evaluation tools 
for the design phase. In: Proceedings of the 25th International ACM SIGACCESS Conference 
on Computers and Accessibility, pp. 1–7. ACM, New York (2023). https://doi.org/10.1145/ 
3597638.3614474 

4 . Nielsen, J.: Usability heuristics for user interface design. https://www.nngroup.com/articles/ 
ten-usability-heuristics/. Accessed 10 Apr 2024 

5 . Giannoumis, G.A.: Transnational convergence of public procurement policy. Int. Rev. Law 
Comput. Technol. 29, 183–206 (2015). https://doi.org/10.1080/13600869.2015.1055662 

6 . Laurin, S., Cederbom, A., Martinez-Usero, J., Kubitschke, L., Wynne, R., Cullen, K.: Mea-
sures to Improve Accessibility of Public Websites in Europe. NDA, Centre for Excellence in 
Universal Design, Dublin (2014)

https://www.w3.org/WAI/test-evaluate/tools/selecting/
https://www.w3.org/WAI/test-evaluate/tools/list/
https://www.w3.org/WAI/test-evaluate/tools/list/
https://doi.org/10.1145/3597638.3614474
https://doi.org/10.1145/3597638.3614474
https://www.nngroup.com/articles/ten-usability-heuristics/
https://www.nngroup.com/articles/ten-usability-heuristics/
https://doi.org/10.1080/13600869.2015.1055662


82 V. Lange et al.

7 . Velleman, E.M., Nahuis, I., van der Geest, T.: Factors explaining adoption and implementation 
processes for web accessibility standards within eGovernment systems and organizations. 
Univ. Access Inf. Soc. 16, 173–190 (2017). https://doi.org/10.1007/s10209-015-0449-5 

8 . Bianchini, D., et al.: Study supporting the review of the application of the Web Accessibility 
Directive (WAD) VIGIE 2020-0656 Executive summary in English (2022) 

9 . te Velde, R., et al.: Accessibility of websites and mobile apps (2017) 
10 . te Velde, R., van der Linden, N., van der Spiegel, R., Engbers, W., le Clercq, C., Enz-

erink, S.: Study supporting the review of the application of the Web Accessibility Direc-
tive (WAD). (European Commission CNECT: Directorate-General for Communications 
Networks), Brussels (2022). https://doi.org/10.2759/034644 

11 . Laurin, S., et al.: Monitoring methodologies for web accessibility in the European Union. 
European Union, Brussels (2016). https://doi.org/10.2759/483693 

12 . Vigo, M., Brown, J., Conway, V.: Benchmarking Web Accessibility Evaluation Tools: Mea-
suring the Harm of Sole Reliance on Automated Tests. https://doi.org/10.1145/2461121.246 
1124 

13 . European Parliament and the Council: Directive (EU) 2016/2102 of the European Parliament 
and of the Council on the accessibility of the websites and mobile applications of public sector 
bodies (2016). https://eur-lex.europa.eu/eli/dir/2016/2102/oj 

14 . European Parliament, Council of the European Union: Directive (EU) 2019/882 of the Euro-
pean Parliament and of the Council of 17 April 2019 on the accessibility requirements for 
products and services (Text with EEA relevance) (2019). https://eur-lex.europa.eu/legal-con 
tent/EN/TXT/?uri=CELEX%3A32019L0882 

15 . Velleman, E.M.: The implementation of web accessibility standards by Dutch municipalities: 
Factors of resistance and support (2018) 

16 . Tools to test for accessibility and quality (Website). https://iacobien.nl/artikelen/tools/. 
Accessed 06 Apr 2024 

17 . Baker, K.: 22 Web Accessibility Testing Tools & What They Test For (Website). https://blog. 
hubspot.com/website/web-accessibility-testing-tools. Accessed 10 Apr 2024 

18 . Padure, M., Pribeanu, C.: Comparing six free accessibility evaluation tools. Inform. Econ. 
(2020). https://doi.org/10.24818/issn14531305/24.1.2020.02 

19 . Timbi-Sisalima, C., Amor, C.I.M., Otón, S., Hilera, J.R., Aguado-Delgado, J.: Comparative 
analysis of online web accessibility evaluation tools. In: Proceedings of the International 
Conference on Information Systems Development (ISD). aisel.aisnet.org (2016) 

20 . Kumar, S., Dv, J., Biswas, P.: Comparing ten WCAG tools for accessibility evaluation of 
websites. Technol. Disabil. (2021). https://doi.org/10.3233/TAD-210329 

21 . Ismailova, R., Inal, Y.: Comparison of online accessibility evaluation tools: an analysis of 
tool effectiveness. IEEE Access 10, 58233–58239 (2022). https://doi.org/10.1109/ACCESS. 
2022.3179375 

22 . Moran, K.: Defining Helpful Filter Categories and Values for Better UX. https://www.nng 
roup.com/articles/filter-categories-values/. Accessed 10 Apr 2024 

23 . Holst, C.: Display “Applied Filters” in an Overview. https://baymard.com/blog/how-to-des 
ign-applied-filters. Accessed 10 Apr 2024 

24 . WAI-CooP project. https://www.w3.org/WAI/about/projects/wai-coop/. Accessed 01 Apr 
2024 

25 . Education and Outreach Working Group (EOWG). https://www.w3.org/WAI/about/groups/ 
eowg/. Accessed 09 Apr 2024 

26 . Meinel, C., Leifer, L., Plattner, H.: Design Thinking: Understand - Improve - Apply. Springer, 
Berlin (2010). https://doi.org/10.1007/978-3-642-13757-0 

27 . Beyer, H., Holtzblatt, K.: Contextual design. Interactions 6, 32–42 (1999). https://doi.org/10. 
1145/291224.291229

https://doi.org/10.1007/s10209-015-0449-5
https://doi.org/10.2759/034644
https://doi.org/10.2759/483693
https://doi.org/10.1145/2461121.2461124
https://doi.org/10.1145/2461121.2461124
https://eur-lex.europa.eu/eli/dir/2016/2102/oj
https://eur-lex.europa.eu/legal-content/EN/TXT/%3Furi%3DCELEX%3A32019L0882
https://eur-lex.europa.eu/legal-content/EN/TXT/%3Furi%3DCELEX%3A32019L0882
https://iacobien.nl/artikelen/tools/
https://blog.hubspot.com/website/web-accessibility-testing-tools
https://blog.hubspot.com/website/web-accessibility-testing-tools
https://doi.org/10.24818/issn14531305/24.1.2020.02
https://doi.org/10.3233/TAD-210329
https://doi.org/10.1109/ACCESS.2022.3179375
https://doi.org/10.1109/ACCESS.2022.3179375
https://www.nngroup.com/articles/filter-categories-values/
https://www.nngroup.com/articles/filter-categories-values/
https://baymard.com/blog/how-to-design-applied-filters
https://baymard.com/blog/how-to-design-applied-filters
https://www.w3.org/WAI/about/projects/wai-coop/
https://www.w3.org/WAI/about/groups/eowg/
https://www.w3.org/WAI/about/groups/eowg/
https://doi.org/10.1007/978-3-642-13757-0
https://doi.org/10.1145/291224.291229
https://doi.org/10.1145/291224.291229


Accessibility Evaluation Tools List Requirements 83

28 . Jaaskelainen, R.: Think-Aloud Protocol. Handbook of Translation Studies. John Benjamins 
Publishing, Amsterdam (2010) 

29 . W3C/WAI Education and Outreach Working Group: Requirements from interviews with 
users for the W3C Accessibility Evaluation Tools List. https://www.w3.org/WAI/EO/wiki/ 
Evaluation_tools/Revision_2021#Requirements_from_interviews_with_users. Accessed 11 
Apr 2024

https://www.w3.org/WAI/EO/wiki/Evaluation_tools/Revision_2021%23Requirements_from_interviews_with_users
https://www.w3.org/WAI/EO/wiki/Evaluation_tools/Revision_2021%23Requirements_from_interviews_with_users


A Declarative Model for Web Content 
Accessibility Evaluation Process 

Jinat Ara1(B) and Cecilia Sik-Lanyi1,2 

1 Department of Electrical Engineering and Information Systems, University of Pannonia, 
Egyetem u. 10, Veszprem 8200, Hungary 
jinat.ara@mik.uni-pannon.hu 

2 Hungarian Research Network, Piarista u. 4, Budapest 1052, Hungary 

Abstract. Providing a complete accessibility evaluation report of web platforms 
is certainly a complex task that requires effort and a certain level of knowledge 
about web prototypes. Due to the complexity of the web platform, accessibility 
criteria are frequently ignored by web designers and developers hindering the 
accessing opportunities of people who have special needs. Thus, the develop-
ment of an advanced website accessibility evaluation tool is an emerging demand 
especially to provide complete accessibility reports considering every type of dis-
ability. The goal of this work is to develop a web accessibility evaluation tool to 
implement in real-life cases to evaluate website accessibility. Although, the exist-
ing web accessibility evaluation tools are effective, due to some limitations their 
reported results seem unclear for the end-user which could act as a prime factor 
to reduce the effectiveness of the tool. By addressing those vulnerabilities, our 
prime focus is to develop a web content accessibility testing tool focusing on five 
aspects to improve the limitations of the existing tools such as i) updated guideline 
implementation, ii) incorporate guideline simplification process, iii) consider user 
criteria as additional evaluation criteria, iv) categorize the report for textual and 
non-textual information and v) provide the overall accessibility report in terms of 
accessibility score of each disability type. 

Keywords: Web accessibility · Automated tools · Accessibility evaluation · 
Disability · Accessibility improvement 

1 Introduction 

In recent times, web has become the most frequently interacting digital platform for 
extracting information for every group of people including people with disabilities. 
According to the current statistics [1], every day a large number of people with disabili-
ties interact with the web platform to navigate information. Unfortunately, according to 
[2], 81% of users with disabilities face difficulties while they interact with the website 
due to a lack of accessibility issues considered during website development. Therefore, 
to improve the experience of web accessing process, especially for this large group of 
people with disabilities, the improvement of web accessibility issues is significantly
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urgent. Currently, among several tools and techniques, incorporating an automated web 
accessibility testing tool is the most effective process to identify and improve accessibil-
ity issues further [3]. In such a manner, the contribution of developing automated tools 
in the literature is significantly noticeable. Though these tools are competent enough, 
most of them has lack consideration of a wide array of aspects related to guidelines, user 
opinion, evaluation report visualization, and overall score computation which could 
bias the evaluation process and generate inappropriate results that could directly reduce 
tools’ effectiveness, acceptability, reliability, and fairness. For example, from most of the 
existing tools generated reports, it is unclear which guidelines they have implemented, 
also, whether the additional information has been considered or not. Besides, they don’t 
determine accessibility issues for textual components and don’t provide the website’s 
accessibility percentage for each disability type. However, ensuring tools’ effectiveness, 
acceptability, reliability, and fairness should be the prime concern of any developed 
tools that consider web accessibility where these four aspects refer to the representation 
of complete information about the assessed guidelines, success criteria, conformance 
level, evaluated web features, additional evaluation criteria, evaluable and non-evaluable 
guidelines, future improvement suggestions, and overall accessibility score with disabil-
ity type. Therefore, considering these issues, our designed framework considered five 
aspects such as i) implements an updated version of WCAG 2.2, ii) considers guideline 
simplification technique to improve the guideline parsing, iii) considers user criteria as 
additional criteria along with WCAG, iv) provides evaluation report in terms of textual 
and non-textual objects of the evaluated website and v) generates overall accessibility 
evaluation report in terms of every disability type. The developed tool has been evaluated 
considering a comparative evaluation of functional properties of the tool with existing 
tools, and an experimental analysis with the user testing. The developed framework is 
able to improve the automated accessibility evaluation process by limiting the current 
issues of the existing tools. 

This paper is structured in the following order: Sect. 2 provides the literature discus-
sion considering similar recent studies. Section 3 describes the methodological aspects 
of the proposed tool where we explain the structure of the proposed tool with a detailed 
description of the tool’s functional properties. Section 4 discusses the results obtained 
from the performed experiment with a comparative analysis of user studies and the tools’ 
results. Finally, Sect. 5 concludes the paper through conclusion. 

2 State of the Art 

From 1996 to now, web accessibility evaluation remains an important task for web 
practitioners as it aims to increase social inclusion for people with special needs [4]. 
To investigate and represent the current scenario of the web accessibility evaluation 
process, a detailed systematic literature review has been conducted that can be found in 
[5], which directed that in the literature, majority of the work focused on the experimental 
investigation of current web incorporating several methods including hybrid evaluation 
process [6–9]. Although this heuristic evaluation process is effective; considering cost 
and time minimization, automated tools require low cost, provide reports in a short 
time, and are easier to implement. Therefore, several works have been contributed to
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develop an automated web accessibility testing tool. Although existing automated tools 
are effective, their report might be vulnerable due to several issues related to the tool’s 
effectiveness, acceptability, and reliability (described in Sect. 1). Therefore, it is crucial to 
investigate the existing automated tools to identify their effectiveness as they are mostly 
implemented or used tools for website investigation. In that manner, we investigated 
several existing literatures that proposed automated tools in terms of their effectiveness 
focusing on their properties and functionality, and identified several vulnerabilities in 
their solutions. For example, Jens Pelzetter [10] proposed an automated tool to evaluate 
website accessibility by incorporating the Accessibility Conformance Testing (ACT) 
rule set through ontology modeling. Though the proposed system is effective, ACT 
rules incorporate ontology modeling increases the high risk of ambiguity during the 
testing process. In another automated tool proposed by Michailidou et al. [11], they 
incorporated HTML Document Object Model (DOM) and predicted webpage visual 
complexity. Also, Shrestha [12] developed a neural network-based automatic evaluation 
of webpage image descriptions following the National Center for Accessible Media 
(NCAM) principles. Though these two works accurately predict accessibility issues, 
they consider few assessment features such as very few checkpoints, and do not provide 
an overall accessibility score. Also, the followed guidelines are not widely accepted and 
might not consider every aspect that needs to be focused on during the evaluation process. 
In another work, Boyalakuntla et al. [13] developed an automated accessibility evaluation 
tool providing command line and browser plugin facilities. However, it supports issues 
related to aria, color-contrast, and interaction-related issues, which is not sufficient to 
address all the accessibility issues, other objects should be taken into consideration. 
Hilera and Timbi-Sisalima [14] developed a tool to asses website accessibility according 
to the semantic similarity of multiple source reports. Also, Ingavélez-Guerra et al. [15] 
incorporated ontology and knowledge modeling perspective to support accessibility 
analysis and evaluation of website objects. These developments are useful; however, 
the evaluation result might be deceptive due to the lack of additional requirements and 
the chance of acceptability to the user might be reduced. Although these approaches 
are effective, several factors, limit the outcome of the proposed systems. Mostly, we 
observed issues related to a few assessment features, improper guidelines with limited 
checkpoints incorporation, elimination of textual feature assessment, and less attention 
to overall score computation and representation process. Therefore, in this work, we 
present a declarative model of the web accessibility evaluation process that can consider 
the addressed issues and improve the accessibility evaluation process of web content. 

3 Methodology 

Generally, web page structure defines the representation of a set of objects that present 
the structural and design elements such as form, menu, links, text, color, image, video, 
etc. The ratio of these objects is not limited or certain for every webpage which indicates 
that types of web objects might vary from one page to another. Therefore, it is quite 
difficult to generate a complete and correct evaluation result of a webpage considering 
every accessibility criterion. However, considering the standard guideline and incorpo-
rating success criteria as much as possible in the investigation process could improve
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the evaluation process. Therefore, in our study, we incorporated much more web page 
elements compared to other models, rather than the most selective ones. Compared to 
other similar models/approaches, our proposed model is simple, easy to understand, and 
able to generate accurate and reliable results based on common aspects of an HTML 
Document Object Model (DOM). 

The architecture of the proposed model is shown in Fig. 1. Referring to the architec-
tural design (Fig. 1), our initial goal is to improve the effectiveness of the developed tool 
by incorporating appropriate guidelines (WCAG 2.2, the latest version) and user require-
ments as an additional evaluation criterion. Also, as WCAG needs technical knowledge 
to understand and implement effectively, thus guidelines have been simplified using the 
guideline modeling concept, which can be found in one of our previous studies [16]. 
After initializing guidelines and user requirements (where initialization of guideline 
and user criteria is the prime concern as the measurement of standard guidelines and 
additional criteria can act as a crucial factor to improve the evaluation process), web 
parsing and web objects extraction have been performed according to the user input 
where the user has to submit the website link that they want to evaluate. We extracted 
all the web objects from the HTML Document Object Model (DOM) structure includ-
ing textual and arbitrary objects referring to HTML tags via given URLs and evaluated 
them according to the selected guidelines and user requirements. After extracting all 
the website information regarding 23 web objects (such as audio, video, links, forms, 
titles, paragraphs, header, etc.), we implemented two complexity analysis algorithms to 
analyze the complexity of the web objects (one for textual information and another for 
non-textual information analysis) which evaluate the web objects from DOM structure 
and categorize the result in terms of textual, non-textual complexity and provide the 
statistical report through graphical representation. To analyze textual components, we 
used Natural Language Processing (NLP) techniques and to analyze non-textual com-
ponents, we used a simple rule-based approach with several auxiliary methods. After 
complexity analysis, we represented our generated textual complexity report, non-textual 
complexity report, and statistical report to the end user through three separate window 
views. The textual complexity report provides results of all the tested WCAG guidelines 
and user criteria related to the textual component. Similarly, the non-textual complexity 
report provides results of all the tested WCAG guidelines and user criteria related to the 
non-textual component. Besides, the statistical report visualization window presents the 
overall computed accessibility score, accessibility score for each disability type (Cog-
nitive, Vision, Learning, Motion, and Hearing), and the number of Passed (P), Failed 
(F), Not Detected (ND) and Not tested (NT) guideline information. Here, P, F, ND, 
and NT are four assessment terminologies that have been used in the evaluation pro-
cess where ‘Passed’ refers successfully implemented guidelines; ‘Fail’ refers wrongly 
implemented guidelines; ‘Not detected’ refers not implemented guidelines; and ‘Not 
tested’ refers guidelines that require the user or expert testing. Figure 1 shows the pro-
posed declarative model architecture in detail. The proposed model is developed using 
Python programming language in Sublime Text editor using Windows version 10 and 
Intel COREi7 processor.
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Fig. 1. Architecture of the proposed declarative model for web accessibility evaluation. 

4 Results 

After developing the proposed model, our immediate plan was to perform software 
validation by performing a comparative analysis with similar existing models and con-
ducting an experimental analysis. To perform the comparative analysis, we considered 
several functional properties, and for experimental analysis, we considered a user study 
to validate the computed result of our proposed tool. 

Regarding comparative assessment, we compared our developed tool with the exist-
ing six models that have been mentioned in state-of-the-art literature in terms of several 
functionalities as mentioned in Table 1. Table 1 depicts that for information regarding 
accessibility evaluation criteria such as guidelines, success criteria, and conformance 
level, one model provides complete information in this regard (Boyalakuntla et al. 
(2021)), and two models (Hilera and Timbi-Sisalima (2016); Ingavélez-Guerra et al. 
(2018)) provides success criteria and conformance level information though they didn’t 
mention which guideline actually they implemented to do the evaluation and other mod-
els have no such concern. Besides, for textual and non-textual information and evaluated 
and not evaluated guideline information, none of the models were found with such con-
cern in their evaluation process. Considering the overall accessibility score, three models 
were found with such concern though other models didn’t compute the overall accessi-
bility score. Finally, focusing on disability types in the accessibility score computation 
process, none of the models generate an accessibility score for every type of disability. 
From all of these aspects, the proposed model considers every aspect that has been dis-
cussed in Sect. 1 to improve the accessibility evaluation result of a webpage. Therefore, 
we hypothesize that the proposed model can provide a complete and updated view of 
webpage accessibility and competent than the other similar approaches or models or 
tools.

To further evaluate and validate the model, we performed an experimental analy-
sis considering user study. For such, we randomly selected 10 Assistive Technologies 
webpages and asked 5 participants to evaluate and rate (range 1 to 5) the selected ten
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Table 1. Comparative assessment results with existing models. 

References Assessment Functionalities 

Heading level Criteria-1 Criteria-2 Criteria-3 Criteria-4 Criteria-4 Criteria-6 Criteria-7 

Jens Pelzetter 
(2018) 

✗ (No) ✓ (Yes) ✓ (Yes) ✗ (No) ✗ (No) ✓ (Yes) ✗ (No) 

Michailidou 
et al. (2021) 

✗ (No) ✗ (No) ✗ (No) ✗ (No) ✗ (No) ✓ (Yes) ✗ (No) 

Shrestha (2021) ✗ (No) ✗ (No) ✗ (No) ✗ (No) ✗ (No) ✗ (No) ✗ (No) 
Boyalakuntla 
et al. (2021) 

✓ (Yes) ✓ (Yes) ✓ (Yes) ✗ (No) ✗ (No) ✗ (No) ✗ (No) 

Hilera and 
Timbi-Sisalima 
(2016) 

✗ (No) ✓ (Yes) ✓ (Yes) ✗ (No) ✗ (No) ✓ (Yes) ✗ (No) 

Ingavélez-Guerra 
et al. (2018) 

✗ (No) ✓ (Yes) ✗ (No) ✗ (No) ✗ (No) ✗ (No) ✗ (No) 

Proposed Model ✓ (Yes) ✓ (Yes) ✓ (Yes) ✓ (Yes) ✓ (Yes) ✓ (Yes) ✓ (Yes)

webpages in terms of four aspects: interactivity, effectiveness, understandability, and 
complexity according to their point of view where each participant had to test 2 web-
pages. All the participants were cognitively stable, had sufficient knowledge about the 
‘web interface’, and were active in the internet platform for study and daily activities. 
Then the participants’ ratings were compared with the overall accessibility score com-
puted by our proposed model for the same selected ten pages, as shown in Table 2. To  
compare the user-given score and the computed score by the proposed tool, we con-
sidered the threshold value approach to classify both scores in order to define their 
accessibility status. For user given score for a particular webpage, we define a threshold 
value where if the score ≥4.5 (90%), then Completely Accessible; if the score ≥3.75 
(75%), then Comparatively Accessible; if the score ≥2.75 (55%), then Partially Acces-
sible; and if score <2.75 (<55%), then Slightly Accessible. Besides for computed score 
by our proposed tool, the stated threshold value is, if the accessibility score ≥90%, then 
Completely Accessible; if the accessibility score ≥75%, then Comparatively Accessi-
ble; if the accessibility score ≥55%, then Partially Accessible; and if accessibility score 
<55%, then Slightly Accessible. According to the stated threshold value, we classified 
user given score and the computed score by the proposed tool (as shown in Table 2). 
Table 2 shows that majority of the tested webpages are classified as partially accessible 
in both users’ given score or rating and the computed score. Also, for most of the tested 
webpages, the accessibility score generated by the proposed tool is significantly related 
to the participants’ or users’ ratings in terms of their accessibility status. Therefore, we 
conclude that the outcome of the computed score by the proposed tool is significantly 
and positively related to the rating of the participants which depicts the validity of the 
proposed tool.
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Table 2. Experimental results of the tested websites. 

Web-ID Websites URLs Avg. User 
Rating/Score 

Accessibility 
Status 
(according to 
user rating) 

Computed 
Score by the 
proposed tool 

Accessibility 
Status 
(according to 
the tool’s 
result) 

ID-1 https://liveit-pro 
ject.eu/ 

2.9 Partially 
accessible 

51.22% Slightly 
accessible 

ID-2 https://www.eas 
yreading.eu/ 

3.2 Partially 
accessible 

62.15% Partially 
accessible 

ID-3 https://www.gui 
dedogs.org.uk/ 

3.5 Partially 
accessible 

57.5% Partially 
accessible 

ID-4 https://at4kids. 
com/ 

2.8 Partially 
accessible 

40.0% Slightly 
accessible 

ID-5 https://www. 
bookshare.org/ 
cms/ 

3.2 Partially 
accessible 

58.97% Partially 
accessible 

ID-6 https://veroni 
iiica.com/ 

2.5 Slightly 
accessible 

40.91% Slightly 
accessible 

ID-7 https://attoday. 
co.uk/ 

3.1 Partially 
accessible 

55.0% Partially 
accessible 

ID-8 https://www.eas 
tersealscrossro 
ads.org/ 

2.9 Partially 
accessible 

63.16% Partially 
accessible 

ID-9 https://cadanat. 
com/ 

3.1 Partially 
accessible 

58.97% Partially 
accessible 

ID-10 https://otswit 
happs.com/ 

2.6 Slightly 
accessible 

51.22% Slightly 
accessible 

5 Conclusion 

The web platform is continuously updating and adding new prototypes to facilitate the 
functionalities to the end user. This updated information is useful though it creates 
barriers for people with special needs that raise accessibility issues. Therefore, to assess 
the accessibility of the web platform, an updated and advanced evaluation tool is an 
emerging need. With this focus, to develop our accessibility evaluation tool, we had to 
consider several aspects in our mind and incorporate such advanced prototypes in the 
development to overcome existing shortcomings. However, some challenges had to be 
faced during the implementation of the proposed solution such as guideline modeling, 
NLP technique incorporation, and appropriate library selection. Also, we have some 
limitations of this work, such as we experimented on fewer samples of webpages with 
fewer users. Therefore, in the future, in the extended version of this work, we plan

https://liveit-project.eu/
https://liveit-project.eu/
https://www.easyreading.eu/
https://www.easyreading.eu/
https://www.guidedogs.org.uk/
https://www.guidedogs.org.uk/
https://at4kids.com/
https://at4kids.com/
https://www.bookshare.org/cms/
https://www.bookshare.org/cms/
https://www.bookshare.org/cms/
https://veroniiiica.com/
https://veroniiiica.com/
https://attoday.co.uk/
https://attoday.co.uk/
https://www.eastersealscrossroads.org/
https://www.eastersealscrossroads.org/
https://www.eastersealscrossroads.org/
https://cadanat.com/
https://cadanat.com/
https://otswithapps.com/
https://otswithapps.com/
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to incorporate more functional properties into the evaluation report and perform the 
experiment with more samples and more users. 
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Abstract. In the EU, the Web Accessibility Directive (2016, WAD) requires pub-
lic sector bodies’ websites and mobile apps to be accessible to all users and to doc-
ument and monitor accessibility problems. The WAD also introduced a feedback 
mechanism that can be used to flag accessibility problems or request information 
about content that is provided in a non-accessible way. Member state reports from 
2021 show that most websites and mobile applications only meet some required 
demands, although there are hardly any complaints about existing barriers. In 
this context, the paper presents the validation of a model curriculum and practi-
cal guidelines for providing actionable feedback on web accessibility issues. The 
validation process involved six workshops, a questionnaire and interviews with 
different stakeholders. In general, the results indicate that the developed resources 
are valuable for various training contexts and helpful in creating and implementing 
actual training courses. However, participants stressed the need for more in-depth 
information on training and partnerships in order to use the material for train-
ing. The results will be discussed, focusing on implications for further usage and 
development of the resources. 

Keywords: Digital Participation · Digital Accessibility · Web Accessibility 
Directive · Feedback Mechanism · Curriculum Development 

1 Introduction 

Accessibility is a fundamental requirement for the full participation of persons with 
disabilities [1]. Various national and international laws ensure the right to unrestricted 
digital participation. In the EU, the Web Accessibility Directive (2016, WAD) requires 
public sector bodies’ (PSB) websites and mobile apps to be accessible to all users, despite 
their abilities, and to document and monitor accessibility problems. To document and 
improve digital accessibility, the WAD also introduced three mandatory instruments, 
including an accessibility statement that PSB must publish for all their websites and 
mobile apps. A critical part of the accessibility statement is a feedback mechanism that 
can be used to flag accessibility problems or request information about content that is 
provided in a non-accessible way.
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2 Implementation of the WAD – Actual State 

The WAD empowers the European Commission to adopt implementing acts detailing 
the rules for the practical implementation of many of the Directive’s provisions [2]. 
Every three years, the member states must inform the European Commission about 
the implementation of the WAD and publish a report on the results of monitoring and 
enforcement measures [3]. The member state reports from 2021 show that most websites 
and mobile applications only meet some required demands, although there are hardly 
any complaints on still existing barriers. Pereira, Matos & Duarte summarise the lack of 
accessibility statements in most reviewed apps in this reporting period [4]. Results from 
studies from the European Commission and the European Disability Forum show that 
accessibility statements were only available on less than half of the analysed websites and 
that the feedback mechanism was missing on many PSB websites [2, 5]. In their study 
from 2023 on how healthcare providers in Sweden have applied accessibility statements 
on their websites, Johnsson et al. showed that 36 of the 37 evaluated healthcare providers 
published an accessibility statement. Still, none of the healthcare providers fully met the 
requirements for accessibility statements [6]. 

Furthermore, results from a survey by the European Commission showed that one-
third of the users were not familiar with the existence of the accessibility statement and 
emphasised the need to improve the visibility and accessibility of the feedback mecha-
nism [7]. The first results from the UPowerWAD (“Users Power the Web Accessibility 
Directive”) project provide results on the usage of accessibility feedback mechanisms, 
the needs of people with disabilities and the main requirements for a better understand-
ing of existing barriers. Furthermore, the project team published suggestions on how 
to improve the feedback mechanism [8, 9]. Additionally, the survey results published 
by Halbach, Fuglerud & Snaprud provide guidance on the design of better feedback 
mechanisms [10]. 

3 Development of a Model Curriculum and Practical Guidelines 

In the context of the UPowerWAD project and the goal to leverage the knowledge of 
people with disabilities about the feedback mechanism, the project team developed a 
“model curriculum on how to train people with disabilities to provide actionable feedback 
on web accessibility issues” [11] based on the first project results. In general, developing 
a curriculum describes the process of planning and guiding learning and is central to the 
teaching and learning process [12]. The main aim is to establish guidance on how to give 
actionable feedback about accessibility (i.e., the feedback is clear and has the relevant 
and necessary information that helps the website owner solve the accessibility issue), 
considering the knowledge and competence of different user groups. The curriculum’s 
target groups are Vocational Education and Training (VET) providers and Organisations 
of Persons with Disabilities (OPD) across the EU who are interested in providing training 
courses for their members and the general public. 

The consortium also developed “practical guidelines on how to empower people 
with disabilities to participate in implementing the WAD” [13]. The guidelines are an 
additional tool to the model curriculum, containing information and practical instruction
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for creating training courses. They also offer guidance on connecting the curriculum with 
other project results. 

4 Method  

As a first step in developing the model curriculum, the most important results of the 
first project phase (existing barriers, needs, and best-practice-examples; see Baumann 
et al. [8] for Methodology) were identified. This facilitated the development of an initial 
draft of the model curriculum. The draft was then validated in six workshops with 135 
participants in total (see Table 1). The participants of the workshops were people with 
disabilities, VET providers, members of OPDs, PSB, and IT suppliers. The workshops 
focused on the stakeholders’ needs, preferences, and expectations regarding the model 
curriculum. Including these specific stakeholders assured that the “professionals who 
best know their context and teaching situation can voice their expertise” [14]. By con-
ducting workshops, the researchers aimed to identify new and relevant factors to both 
the researchers and participants [15]. All workshops took place in May/June 2023 online 
via Zoom. 

Table 1. Validation workshops. 

Workshop Participants Language 

1 30 participants (17 different countries) English 

2 62 participants Swedish 

3 25 participants French 

4 8 participants German 

5 7 participants German 

6 3 participants German 

As shown in Table 1, workshops 1–3 were held in English, Swedish and French. 
They were held as interactive webinars to raise awareness and receive general feedback 
on the structure and content of the curriculum. Workshops 4–6 were held with VET 
providers and representatives of OPDs from Germany. These workshops were realised 
as focus group meetings [16]. The researchers shared the first draft of the curriculum, 
and participants actively discussed the project results based on a structured interview 
guideline. 

The results of the workshops confirmed the assumption that the curriculum needs 
supporting guidelines for the actual implementation of training courses. Subsequently, 
an initial draft of the practical guidelines was developed. To validate the guidelines, 
the consortium identified and contacted interested experts (VET trainers, Members of 
national OPDs and associated partners) from their network. The practical guidelines were 
sent to the experts along with the other project results. The research method involved a 
questionnaire and interviews. The validation process took place in January 2024. The
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validation not only focused on the practical guidelines but also evaluated the full set of 
the project results. The project partners adjusted the questionnaire/interview guidelines 
for the different stakeholder groups to get feedback on various aspects. Ten people in total 
filled out the questionnaire. The six representatives of OPDs operated in five different 
nations (Sweden, Slovenia, Ireland, Poland, and Hungary). One OPD operates primarily 
at EU level. The four VET trainers who filled out the questionnaire are working in the 
ICT sector in Cyprus. Interviews were conducted with four persons based in Germany 
(2 representatives of OPDs, 1 VET provider and one accessibility expert). 

5 Results 

The results of the workshops, interviews, and questionnaires to validate the model 
curriculum and the practical guidelines showed that most participants were willing to 
develop training courses based on the provided materials, include the content in existing 
concepts, or further disseminate the project results. 

Especially the structure and the content of the curriculum were rated positively. 
Based on the results, the final model curriculum provides three teaching modules to 
empower end-users to give feedback on existing barriers: 

– Module 1 contains materials to support digital accessibility training. This module 
focuses on knowledge about digital accessibility and the implementation of the WAD. 

– Module 2 addresses the importance of user feedback and highlights specific 
challenges of using the WAD feedback mechanism. 

– Module 3 provides an overview of the necessary basic information for feedback to 
be actionable. 

Each module includes learning units with practical suggestions for content, expected 
learning outcomes, and suggestions for teaching methods. The modules can be used as a 
whole or as individual units. The model curriculum was translated into German, French, 
and Swedish. 

The final practical guidelines contain information on various topics related to the 
curriculum and the teaching itself. They include information on the universal design 
for learning [17] and other inclusive training methods, relevant target groups and target 
group’s needs, and how to utilise, localise and adapt the model curriculum. Both docu-
ments, the model curriculum and the practical guidelines, provide examples of designing 
different training packages (e.g. singular workshops or detailed training packages). 

In general, the validation process results show three main themes relevant to 
providing training on actionable feedback on web accessibility issues: awareness, 
empowerment, and practical application (see Fig. 1).

Even though the developed resources seem valuable for various training contexts 
and are considered helpful for creating and implementing actual training courses, the 
validation process highlighted that the resources require additional time and effort before 
implementing training. Participants stressed the need for more in-depth information on 
training and partnerships in order to use the material for training. This includes the 
necessity of the local adaptation of the material (e.g. adding specific examples and local 
resources).
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Fig. 1. Main themes relevant for providing training on actionable feedback on web accessibility 
issues.

6 Discussion 

The resources developed in the UPowerWAD project provide a valuable framework for 
implementing actual training courses. Due to the modular approach, the content of the 
curriculum can be used in various contexts and allows for adjustments and integration 
with other courses. VET providers or OPDs providing training courses on web acces-
sibility can either use the curriculum as a whole or integrate single modules into their 
training. The curriculum and its content can also be used by trainers delivering courses 
on ICT knowledge. In addition, the curriculum can be adapted to different target groups 
and contexts and used by advocacy groups, consulting services, or other user-centred 
approaches. The model curriculum and guidelines must be translated and adapted to 
national requirements to ensure successful implementation in various EU member states. 

The results show that, based on the curriculum, developing further learning material 
and content that focuses on specific user groups and local conditions might be necessary. 
Many of these aspects have already been addressed with the development of the practical 
guidelines, such as the necessity of easy-to-read and plain language for people with 
intellectual disabilities. However, some suggestions from the workshop participants were 
not possible to implement during the project. This includes, for example, developing 
more practical material (e.g. teaching templates, creating a toolbox, etc.) to reduce the 
time and effort for the trainers to prepare training. These aspects need to be considered in 
future studies and projects. In this context, developing a train-the-trainer concept needs 
to be considered. Here, especially OPDs can help VET providers tailor the training to 
the needs of the participants. This highlights the important role of OPDs in the context 
of the WAD. 

Another critical aspect of the sustainable applicability of the developed resources is 
their continuous adaptation to current laws, regulations, and guidelines. This includes,
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for example, integrating WCAG updates (e.g., version 2.2 [18]) and information from 
the upcoming reporting period into both the curriculum and the guidelines. 

7 Conclusion 

Both the developed curriculum and the practical guidelines will help VET providers 
and OPDs conduct courses or workshops to improve users’ knowledge, especially users 
with disabilities, about the websites and apps of PSBs and enable them to provide 
actionable feedback on accessibility issues. The project results also highlight the need 
for appropriate and practical resources to develop VET and OPD courses to train people 
with disabilities to provide actionable feedback on web accessibility issues. The results 
of the validation of the model curriculum and the accompanying guidelines showed 
that the translation of the material into the national languages of the member states and 
the establishment of partnerships between VET providers and OPDs, as well as further 
adjustments to the developed material are additional vital elements for the success of the 
adaption of the resources. Finally, it needs to be pointed out that on many websites, the 
“feedback path” itself is still inaccessible and, therefore, difficult to use for people with 
disabilities. PSBs need to understand that feedback options must be accessible to all 
users, and they are obliged to implement them accordingly. In this context, an extension 
of the curriculum should be considered to be used for website owners’ training courses. 
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Abstract. Young developers of digital technologies need to be aware of the prin-
ciples of inclusive design and accessibility, but it is difficult to teach these concepts 
in the abstract. Practical simulations of the effects of disability and aging can be 
engaging for students, but expensive to purchase and are criticised as disrespectful 
to people with disabilities and older people. We have developed a very low-cost 
simulation kit and used it in a practical exercise with computer science students, 
emphasising that this are not the same as being disabled or older. When possible, 
the practical exercises are complemented by a session with a disabled person who 
talks about their experience with using digital technologies. The practical exer-
cise gives some insight into the experience of visually disabled and older people 
in using these technologies. The low-cost nature and tasks we created to undertake 
with the kit were designed to also instil some fun into the exercise. An evaluation 
with 63 first year undergraduate computer science students yielded positive ratings 
of the exercise and many interesting comments from the students. 

Keywords: Inclusive design · accessibility · low-cost simulation · evaluation 

1 Introduction 

Young developers are the ones who usually create new digital technologies to be used 
by people with disabilities and older people, whether these are mainstream technologies 
or ones developed specifically to support those user groups. But young developers often 
have negative attitudes to disabled and older people and little understanding of their 
lived experiences with digital technologies. To engage them with inclusive design and 
accessibility principles, they need some understanding of, and curiosity about, these 
issues. Simulations of disability and ageing have long been, and continue to be, used in 
education and professional development [9, 10], although they are controversial in how
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respectful of disabled and older people they are and how effective they are in changing 
opinions [5, 8]. Simulation kits can also be very expensive to purchase (e.g. the GERT age 
simulation suit costs approximately 1400 euros, www.age-simulation-suit.com/; one set 
of visual impairment glasses approximately 280 euros, vinesimspecs.co.uk/). Therefore, 
we developed a very low-cost simulation kit and evaluated it with a class of first year 
undergraduate computer science students, who have three hours of compulsory teaching 
on inclusive design and accessibility. 

In addition to the simulation tasks carried out by the students with the low-cost kit, 
this module included a lecture from a person with disabilities. For example, Fig. 1 (taken 
at a lecture which was held during the last semester before the COVID-19 pandemic 
disrupted face-to-face teaching), shows the lecturer, who is totally blind, demonstrating 
his braille notetaker to a very attentive group of 1st year computer science students. This 
demonstration was at the end of the lecture he gave about assistive technology and the 
needs of disabled people and was very well attended by the students. 

Fig. 1. Lecturer who is totally blind demonstrating his braille notetaker to 1st year computer 
science students. (Copyright: Helen Petrie. Thanks to Kevin Carey, ex-Chair, Royal National 
Institute of Blind People, for permission to use this photo). 

2 State of the Art 

It is well established that young people tend to have negative attitudes about older people 
and many people have negative attitudes and a lack of understanding about people 
with disabilities. This has been shown across many groups of people, particularly those 
who should be supporting these groups and in many countries. Ageism has been found 
extensively in healthcare, for example amongst doctors, nurses and social workers in

http://www.age-simulation-suit.com/
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Israel [1] and in Poland [4], in care homes in Portugal [12], in the advertising industry 
in Australia [2] and in studies across a range of workplaces in Canada [7]. Similarly, 
negative attitudes to people with disabilities are found across many groups of people in 
many countries [13, 14, 16]. These are just a selection of many studies in many countries, 
we are not targeting these countries in particular. 

Of particular concern to us is ageism amongst young developers, who are those likely 
to be developing digital technologies that disabled and older people need and want to 
use, whether they are mainstream technologies or those developed specifically to support 
them. Wandke et al. [15] noted that there are a number of negative myths about older 
people and digital technologies which are common in HCI research: that older people 
are not interested in technology; that they consider them useless and unnecessary; that 
they lack the physical capabilities to use them; that they cannot understand interactive 
systems; and that they do not capable of learning to use them. A series of recent studies 
have shown that young computer science students and young technical developers in a 
range of countries (Austria, China and the UK) have very ageist attitudes about older 
people as users of digital technologies [3, 6, 11]. 

3 Method  

3.1 Participants 

A class of 180 first year undergraduate Computer Science students at large University 
in the UK had a one-hour lecture and a two-hour practical exercise about inclusive 
design and accessibility as part of one of their compulsory courses. The great majority 
of the students are 18 or 19 years, 84% are men, 15% are women, and approximately 
1% identify differently. Attendance figures are recorded, however this information is 
confidential, but attendance at both activities was high. 63 students answered the final 
set of questions in the exercise, and different numbers of students answered the questions 
about each task (due to differing group sizes, see Procedure). 

3.2 Materials 

To create the low-cost simulation kit, we sourced easy to obtain and the most inexpensive 
materials we could find. 

To simulate visual impairment, four sets of spectacles (or glasses as they are more 
commonly called in the UK), were created, using very inexpensive low magnification 
reading spectacles bought in a supermarket (approximately 2.00 euros per set, four sets 
are required to simulate the four different visual impairment conditions for each group 
of students, more spectacles could be added to simulate more conditions; all prices 
are estimates for the UK in 2024). These were then prepared in the following ways to 
simulate different visual impairments:

• Cataracts: spectacle lenses were smeared with a greasy substance (clear lip gloss) 
(Fig. 2, Left)

• Diabetic retinopathy: Spots of white corrector fluid/white paint were dotted across 
the lenses. (Fig. 2, Centre-Left)
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• Glaucoma: White correction fluid/white paint was applied around the edge of the 
lenses. (Fig. 2, Centre-Right)

• Age-related macular degeneration: Black shoe polish was smeared in the middle of 
the lenses, and a little greasy substance (clear lip gloss) was smeared around the edge 
of the lenses. (Fig. 2, Right). 

The white corrector, lip gloss and shoe polish we already had available from various 
sources, but might add 6.00 euros to the overall cost if we had bought them specifically 
for the exercise. 

Fig. 2. Modified glasses to simulate conditions (Copyright: Helen Petrie). 

To simulate the lack of dexterity associated with ageing (e.g. due to arthritis), students 
were asked to tape small buttons to the joints of their fingers and then put on two or 
three thin latex-free protective gloves (to create several layers glove between fingers and 
objects) (see Fig. 3). Packets of buttons were bought at 2.00 euros each, two backets 
for each group were needed (they had a tendency to disappear in the exercise sessions). 
Adhesive tape and a pair of scissors were needed for each group, these came from 
university stationery supplies. The most expensive item was the gloves (particularly 
since the pandemic), a box of 100 the appropriate gloves costs about 9.00 euros, but will 
be sufficient for 30 students. 

To simulate the baby, 1.5 L filled bottles of mineral water with a small baby’s nappy 
(diaper) on the base were prepared beforehand. A large bottle of mineral water cost 
approximately 1.50 euro (designer mineral water not required) and a packet of 28 nappies 
approximately 7.00 euros. In Fig. 4, a student doing the exercise is shown holding the 
“baby” and consulting the instructions for the tasks. Note that his standing up from the 
desk was required by the task, so he could not rest the baby or the phone on the table. 

For us, the overall cost for each group of 5 students was approximately 16.10 euros 
(USD 15.60) (4 sets of spectacles; 2 packets of buttons; 15 gloves, 3 for each student; 
1 bottle of mineral water; 1 nappy). We made up nine sets of the kit, as students took 
the exercise in groups of approximately 30, and we had a spare set for the lecturer and 
graduate teaching assistants to demonstrate how to attach the buttons to one’s fingers 
(the trick is to stick the button on the adhesive tape and then wind round the finger, not 
try and balance the button on one’s finger and cover with tape). However, these sets of 
the kit have now lasted for five years of use (they were not used for two academic years
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during the pandemic). Each year we need more gloves (these are disposed of after use), 
a small re-supply of buttons and an extra packet of nappies (the adhesive tapes on these 
disintegrate after robust handling by the students). We also reapply the different coatings 
to the spectacles if needed. 

Fig. 3. Buttons and gloves to simulate dexterity issues (Copyright: Helen Petrie). 

Fig. 4. Simulating holding a baby (Copyright: Helen Petrie). 

3.3 Scenarios, Personas and Tasks 

Participants were given two different personas and scenarios and four tasks to undertake 
(they had been studying personas, scenarios and task-based evaluation in their course, so
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it was emphasised to them that this exercise was building on the standard HCI techniques 
which they had been learning about). Tasks provided appropriate instructions as needed. 

Persona 1 and Scenario 1 
Chris is 25 years old and has been partially sighted since birth. They want to meet up 
with a friend, Helen, to have a coffee. 

Task: Text your friend Helen on XXX (lecturer provided her number to make the 
task as realistic as possible, the students could hear her phone receiving messages during 
the exercise) asking when she is free. 

Instructions for Task 1: 
Wear one pair of the glasses provided (your choice) to simulate visual impairment. 
Be careful if you wear glasses already not to strain your eyes. (If you wear glasses 

and the simulation glasses cause strain, just do the task without your own glasses on). 
Swap phones with someone else in your group, preferably someone who has a phone 

you are not familiar with, so you are doing the task with an unfamiliar phone. 

Persona 2 and Scenario 2 
Sam is a 69-year-old grandparent who is babysitting their six-month-old grandchild. The 
baby is crying and after having had a look under the nappy, Sam realises that the baby 
has a bad case of nappy rash. 

Task 2: Send a text message to the child’s parent’s mobile (XXX), asking whether 
you should call the doctor. 

Instructions for Tasks 2 to 4. 
Wear a pair of the provided glasses AND the buttons on your joints and two gloves 

on the hand (three if you can manage it) you use to operate a phone in order to simulate 
an older person with visual disability and some dexterity problems in their fingers. 

Do the task standing up, holding the baby (rocking it to try to stop it crying). Don’t 
put the phone on the table (too easy!), tuck it under your chin. 

Task 3: You need to phone the doctor. You don’t have their number in your contact 
list, so you need to dial it manually. Call the doctor on XXX but don’t activate the call 
(it is the lecturer’s number)! 

Task 4: Imagine you are talking to the doctor on the phone and the doctor asks you 
to unwrap the baby’s nappy enough to check the condition of the rash. Do this while 
still being able to talk on the phone. 

3.4 Procedure 

Students were given a short introductory talk about simulation of disability and ageing 
as a potentially useful exercise, emphasising that this is not the same as living with a 
disability or as an older person They then worked in groups of three to five students, with 
all students trying the visual impairment simulation spectacles, and then one student in 
the group trying each of the tasks, assisted and observed by the others. They answered a 
brief set of questions about each task (one rating item of how easy or difficult it was to do 
the task, and two open-ended questions about what was difficult and what was surprising 
about the task) and then a brief set of questions about the overall experience (three rating 
items, see Table 2, and one open-ended question about what was most useful about the 
exercise and why was it useful).
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4 Results 

Table 1 summarises the ratings of ease/difficulty of each task, on a rating scale from 1 
= Very easy to 7 = Very difficult. From this we see that Task 1, which involved only 
wearing the visual impairments glasses, was rated as not significantly different from the 
midpoint of the scale (which was labelled “Neither easy nor difficult”). However, the 
three tasks which required students to also wear the dexterity impairment (buttons and 
gloves on their hand operating the phone) were all rated as significantly more difficult 
than the midpoint. 

Table 1. Ratings of ease/difficulty of the four tasks. 

Task Number of students 
answering 

Median rating 
(Semi interquartile range) 

Wilcoxon one sample test 

1 42 3.00 (1.00) F = −0.05, n.s 

2 27 4.00 (1.00) F = 3.18, p < 0.001 

3 21 5.00 (0.50) F = 3.29, p < 0.001 

4 20 5.00 (1.50) F = 2.65, p < 0.008 

Table 2 summarises the ratings of the overall experience of the practical exercise. 
63 students answered all these questions. From this we can see that the students rated 
the exercise significantly positive in terms of 1. How it helped them understand more 
about the difficulties that disabled and older people might encounter with new technolo-
gies such as smartphones; 2. That they found the exercise fun; and 3. That they would 
recommend it to colleagues. 

Table 2. Ratings of overall experience of the practical exercise (N = 63). 

Question Median rating 
(SIQR) 

Wilcoxon one sample test 

To what extent did this practical help you 
understand more about the difficulties people with 
disabilities and older people might encounter with 
smartphones? 
Rated: Not at all (1) – A great deal (7) 

4.00 (1.00) F = 5.74, 
p < 0.001 

To what extent was the practical fun? 
Rated: Not at all (1) – Very much (7) 

5.00 (1.00) F = 6.43, 
p < 0.001 

Would you recommend trying these simulation 
techniques to a colleague who was developing an 
app? 
Rated: Never (1) – Definitely (7) 

5.00 (1.00) F = 5.79, 
p < 0.001
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The many answers to the open-ended questions further confirmed the students’ 
engagement and the value of the exercise to them in terms of insights gained from 
particular difficulties to perform the various tasks. For example, they noted the difficul-
ties with grip when wearing the buttons and gloves, that simulated stiff joints, as well 
as the difficulties this caused in tasks like typing a message on the phone, further exac-
erbated by using the glasses. The gloves also simulated the dryer skin of older people 
leading one student to remark: “I was not previously aware that touchscreens were less 
responsive for older people”. With regard to the spectacles, one remark that summed up 
many other comments was “the impaired vision … clearly highlighted how important 
app visibility is”. Furthermore, several students noted difficulties in multiple tasking, and 
doing tasks one handed. Somewhat tongue-in-cheek perhaps, one student commented: 
“Holding a bottle and using a phone is much harder than I thought it would be”. 

Finally a good number of comments in addition to noting about the effects of disabling 
conditions, emphasized expressions of empathy: one student described his experience 
with the buttons and gloves as “enlightening” in the sense of gaining some “understanding 
of what my [arthritic] grandad experiences” while another commented with regard to 
the different glasses, that in his group, some fellow students had vision problems, and 
that this part of the exercise enabled a “deeper understanding of how our groupmates 
normally struggle through day to day life”. This cultivation of empathy is considered of 
great value by the authors (one of whom was the organizer for this section of the course 
for the students) because it demonstrates a shift in awareness about the needs of older 
and disabled people and hopefully corresponding changes in attitude and behaviour in 
the approach of younger people to the design and development of products and services 
for these groups. 

5 Discussion and Conclusions 

The low-cost simulation kit was easy to put together, but only provides a small range of 
experiences of visual impairment and ageing. However, it would be easy to extend the 
types of experiences provided with further low-cost kit and some imagination. It was clear 
from running the practical exercise that most students were engaged with the exercise, 
they talked very animatedly, laughed quite a lot and asked many pertinent questions of 
the lecturer and the graduate teaching assistants who helped to run the exercise. Some 
of the comments indicated that they understood that this was an imperfect simulation of 
living with a disability or ageing, but it would have been good to have specifically asked 
a question about this aspect of the exercise. However, the analysis of the open-ended 
questions reveals that students gained a number of different insights from participating, 
so we plan to continue using the exercise and refining it in the future. A long-term follow-
up with this cohort of students is also planned for the end of their second year of studying 
computer science, to see whether the exercises have a lasting effect on their attitudes 
to older and disabled people and the importance of designing technologies suitable for 
them. 
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Entertainment provides a means to social, cultural and well-being values and factors that 
are necessary in human societies. Being able to participate in entertainment is crucial 
to being an active and knowledgeable member of society. Without access, individuals 
can be left out of social discussions and growth that is dependent on knowing about 
these values and factors. For examples, children that cannot play the latest video game 
will be unable to participate in discussions, forums, new ideas and actions that arise 
from knowing about the game. This can mean that they will be at a disadvantage in 
social acceptance and peer interactions that are important for social growth. By proving 
technological solutions and interaction diversity that goes beyond standard input/output 
techniques, researchers are making important contributions to not only technological 
innovation but also to the social and cultural integration of individuals who use them. 

There are six papers/presentations in this session that have different foci and find-
ings but all have an entertainment context including access to video, mobile and physical 
games, and live sports and cultural events. There is also a diverse range of users partici-
pating in the research such as people who are blind or have low vision, are Deaf or hard 
of hearing, have upper extremity motor disabilities, and people who are neuro-diverse. 

Different inclusion strategies and technologies such as vibrotactile, auditory and 
multimedia output/displays for multiple types of users as well as novel computer input 
strategies such as facial gesture and speech recognition, and eye tracking have been 
developed to provide better access to all of these different types of entertainment appli-
cations. The first paper in the session focuses on access to the physical game of darts 
for people who are blind/have low vision (B/LV). In this paper, a Bluetooth Lite enabled 
dart board provides the backdrop for an application develop specifically to support B/LV 
players by speaking a loud where a dart landed on the board, what the point value is and 
the remaining points needed to win. It keeps track of the scores for up to four players at 
a time. Vibrotactile support in the form of a 3-D printed, small diameter model of the 
dart board and a horizontal board with duplicate darts thrown by the player that could be 
used to tactilely access the dart locations. The researchers trained five B/LV participants 
on how to play darts and then played games together. Their main findings indicate that 
B/LV enjoy the game and find it relatively easy to play. They would like better support 
for aiming their darts before throwing them. 

The second paper is a novel input strategy using facial recognition for controlling 
mobile games by people with upper extremity motor impairments such as those with 
cerebral palsy as touch screen are often not accessible to these individuals. In this paper,
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a detailed description of the facial recognition technique is provided including landmark 
detection on the face, feature extraction and selection, and classification. The user study 
involved characterizing 12 real facial expressions from 120 videos in order to populate a 
facial expression database for use with target users. They obtained a 98% accuracy with 
a distance threshold of .32. 

The third paper describes the process of developing and evaluating an action puzzle 
game, Tactris, similar to the game of Tetris™ for players who are B/LV. In this game, 
auditory and tactile output is used to identify the orientation, shape and location of that 
are dropping for the top of the screen. The objective of the game is to orient differently 
shaped 2-D blocks so that they form a straight horizontal line with the blocks that have 
already been placed at the bottom of the screen. Players must move the blocks (rotate 
the block and move is along the x-axis) to the best-fit location along the horizontal axis 
to make a flat surface. Sounds are used to indicate that the block is falling, being rotated, 
or lost and the speed of a block. It is also used to speak aloud the current score and the 
final score once the game is finished. The tactile display consists of a 48X32 matrix of 
vertically moving pins. The user study involves six B/LV players who played the game 
for 3-min. Players report that the system is challenging to use but that the game was 
enjoyable and they wanted to continue playing it. 

The forth paper describes a second type of vibrotactile system, called VIBES, that 
provides access to the onset of lyrics for D/HoH Karaoke singers. The Apple iPhone’s 
CoreHaptics system that consists of a rotating motor is used to produce the vibrotactile 
stimuli for system. VIBES was used in two conditions, sound only and sound plus 
vibration with four different song clips of varying tempo, singer and instrumentation. 
The main findings suggest that vibrotactile stimuli can improve the detection of song 
lyrics syllables onset but there is a wide variability that seems to be dependent on the type 
of song, familiarity with the song from past experience, and the likelihood of interference 
from other vibrotactile signals produced by the instruments used in a song. 

The fifth paper describes a multi-modal, multi-user type, web-based application, 
called ISeee, designed to provide real-time access to live sporting and cultural events 
where there is no announcing provided, such as university level sports. It is a timeline-
based model where participating users can contribute text, audio, image or video posts 
about the game in real time. There is also language translation provided by ISeee so that 
different language users can also participate in real time. Two user studies are described: 
1) a museum event, and 2) a live handball game. Six D/HoH and five hearing users visit 
a museum and participate in a live discussion and description of the museum artifacts. 
For handball, three B/LV, D/HoH, and four sighted/hearing users watch the game live, 
produce text descriptions of the game action and score, and collaborate in a question and 
answer style of conversation while watching it. The System Usability Score (SUS) for 
the handball study is reported to be above 70 indicated there is good usability. However, 
the SUS for the museum visit is 55 indicating that that system is not easy to use and 
need improvement for D/HoH users. 

The sixth paper describes the use of eye tracking as an input strategy for game play 
by people who are neurodiverse. One existing issue with using eye tracking for user 
input is the need to use dwell time as a selection strategy which results in unwanted or 
missed selections. Instead, the system users a keyboard activation as the selection
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Abstract. The game of darts is a popular, simple to learn and difficult to master, 
social game. The TARGET tool was developed to support access to a BLE-enabled 
electronic dartboard for people who are Blind/Low Vision. Functionality included 
aurally announcing the score, current thrown position and remaining score to win. 
Human researchers tapped a metal rod on the dartboard to assist with aiming the 
dart, and provided advice on what possible areas on the board should be targeted. 
Tactile displays consisted of a small diameter replica of the dartboard that could be 
held in one hand and a second dart board on a horizontal surface that duplicated 
the dart positions that could be felt by the user. A user study with five blind 
participants was conducted to learn the game rules, practice throwing the darts 
and then playing an actual game. Results indicated that blind players enjoyed the 
game and were willing to play again, were in flow and developed a somewhat 
high degree of perceived competency over the duration of the study. Future work 
involves using machine learning technology to improve aiming support. 

Keywords: physical games for people who are blind/low vision · darts · 
self-determination theory 

1 Introduction and State of the Art 

The modern and standardized game of darts has been a popular social game since 1896 
[1]. The method of play and the rules are fairly simple and easy to understand but the 
game can be difficult to master because of physical accuracy, aim and strategic elements 
required of players. The dartboard layout contains 20 equally spaced triangular-shaped 
slices. Each slice contains four segments divided by metal wire, two larger segments, 
and a smaller inner (closest to the centre) and outer segment that are spaced between 
the two larger segments. Points are allocated for each segment based on the number 
assigned to the slice and the segment where the dart lands (see [2]) for an explanation 
for the dart play and game types). The slice order around the dartboard is standard but 
not sequential (see Fig. 1). 

There are numerous versions of darts with different rules but the most common are 
the “Zero-One” games [2]. In this type of game, the player begins at numbers such as 
“301”, “501”, etc. The objective of Zero-One games is to score exactly 0 from either
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301 or 501 points [2]. Throwing the dart at segments on the board results in the value of 
those segments being subtracted from the previous score. The player throws three darts 
in one turn and the total is then subtracted from the previous score. For example, if the 
game begins at 301 and a player’s darts land on a segment representing the triple 20 
(worth 60 points), the 10 segment and the 13 segment, their new score is 301 – (60 + 10 
+ 13) or 218. If the player’s score is 1 or lower than 0 their score is reset to their previous 
value before that dart was thrown and their turn ends. The next player than throws their 
three darts and the cycle repeats until a player’s score reaches “0”. 

In order to play darts successfully, then, a player must master two main aspects of 
the game: 1) aim; and 2) play strategy. Aim involves determining where to throw the 
dart and with what force/angle in order to achieve the desired points outcome. Where 
to throw the darts relates to having a complete understanding or mental model of the 
board layout as described, and holding the dart in the correct position, which [3] outlines 
should be at 90° to the floor located near the head position at eye level. The dart should 
be thrown by engaging only the lower arm at the elbow without moving the upper arm 
and body much [3]. The force used to ensure that the dart stays on the dartboard, rather 
than falling short or missing the board altogether, requires practice with feedback. 

Mastro et al., (2017) [4] asked blind dart learners to learn dart throwing and aiming 
activities along with sighted experts. Sounds were activated on the dartboard to guide 
a blind participants’ aim, “throw to the tone,” and feedback from a sighted person was 
provided to assist in corrective actions (e.g., move to the right). However, they did not 
assess dartboard usability, player’s engagement in the game or interaction with other 
players. 

The second aspect of darts is play strategy, which refers to the decision’s players 
must make in order to successfully achieve the 0 score before the other player. This 
involves calculating the points they need based on their performance so far. An example 
strategy is to hit the highest number of points (e.g., triple-20) at the early stages of the 
game to reduce the score quickly (e.g., by 60 points at a time). However, just hitting the 
triple-20 will eventually result in a score of 1 (three triple-20s in the first three throws 
for the first turn, and a triple-20 for the next two throws of the next turn) which then 
resets the score to the previous throw, causing an infinite loop that will never complete 
the game. In this example, and assuming the player can hit the triple 60 successfully 
in four throws, their score will be 61. The player must then decide what other set of 
points that they can hit successfully in the remaining two throws of their second turn 
to reduce the score to 0. For example, hitting a triple-19 (57 points) plus hitting one of 
the 4-point areas will result in 0, or hitting a triple-18 (54 points) plus hitting one of the 
7-point areas will also result in a 0. There are many possible combinations of a two dart 
throw that could result in a 0 score from 61. Using this strategy, a player could finish the 
game in six throws (or two turns). Throwing darts consistently and accurately each time 
is difficult to master and part of what makes the game challenging and competitive [1]. 
Players must adjust their scoring strategy, using some mental arithmetic, as they hit or 
miss their target points so that they can reach 0 before the other player. 

Self-determination theory suggests that being intrinsically motivated to accomplish 
tasks requires competency, autonomy and relatedness [5]. The game of darts offers 
opportunities to achieve all of these factors. An important aspect of being motivated in
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the game is to develop competency. For people who are blind/low vision (B/LV) learning 
the board layout and how to throw darts accurately and intentionally to achieve specific 
points/scores requires time and feedback. The balance between feedback from a sighted 
player and audio/tactile feedback that can be provided through software in order to gain 
competency and build a mental model that represents the dartboard remains to be studied. 

In order to play darts successfully, then, a player must master aiming and play 
strategy. Throwing darts consistently and accurately each time is difficult to master and 
part of what makes the game challenging and competitive [1]. An accessible dart game 
for people who are B/LV must then support the learning and mastery of aiming and play 
strategy. We have created an accessible dart version of a bluetooth low energy (BLE) 
enabled electronic commercial dart board, called GRANBOARD™, in order to examine 
how B/LV players learn to play the physical game of darts. As such the research questions 
for an accessible dart game are: 1) What is the usability of the accessible dartboard? 
2) How engaging is playing darts using the accessible dartboard? and 3) What is the 
impact on perceived competence of blind players learning to play darts? In this paper, an 
accessible dartboard application, called TARGET, and a user study designed to assess 
the usability, flow, preferences and perceived competency of novice blind dart players 
are described. 

2 Dartboard Hardware/Software Configuration 

The GRANBOARD produces unique codes for each individual segment on the board 
using BLE signals (see https://www.cs.k.tsukuba-tech.ac.jp/labo/koba/2022/11/ble-not 
ify/ for the full listing of codes). The codes are output as 8 or 10 alphanumeric characters 
(e.g., 332e3540 or 31302e3640) depending on whether the code is below or above 100 
respectively. Extracting the second and sixth character of the 8-character block (35 for 
the 8-character example) and the second, fourth and eighth character for the 10-character 
block (106 for the 10-character example) provides the unique location code where the 
dart has landed. These codes, their numeric score equivalent and words associated with 
each location were listed in a json file (e.g., “35”:[‘outside’, 20, 20, “bottom”]). 

The TARGET software was developed to: 1) detect the BLE signals indicating posi-
tion on the dartboard; 2) speak aloud that position; 3) track and sum the associated values 
from the dart positions; 4) track the number of throws; and 5) determine the person’s 
current score and the remaining value needed to win the game based on the three throws 
of the player’s turn and then speak those values aloud. The software also tracked which 
player was throwing for up to four players. After the three darts were thrown, a button 
on the dartboard is pressed and the player’s turn is complete. 

Once a dart lands on a segment, the location and value are also spoken. TARGET 
then says the player’s new score and indicates that it is the next player’s turn. TARGET 
can track up to four players. See Fig. 1 for a system diagram. 

3 Methodology 

Following ethics approval, five novice dart learners (two male and three female) were 
recruited from a department of computer science for B/LV students. They were invited to 
complete an 8-question pre-study questionnaire that asked demographic questions and

https://www.cs.k.tsukuba-tech.ac.jp/labo/koba/2022/11/ble-notify/
https://www.cs.k.tsukuba-tech.ac.jp/labo/koba/2022/11/ble-notify/
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Fig. 1. TARGET system diagram

dart/physical game experience. Participants were provided with eye protection when 
throwing darts once they completed the pre-study questionnaire. Next, the board layout, 
how to throw a dart and the game were explained using three dartboards, one mounted 
at the correct height and location for the game, one 3-d printed 12 cm diameter board for 
immediate referencing while playing, and one placed horizontally at table height (see 
Fig. 1). Participants explored all versions of the dartboard tactically. Slice numbers were 
raised and braille equivalents placed alongside these numbers. Participants were then 
asked to practice throwing darts for about 10 min with the mounted dart board beginning 
at about 100 cm, 150 cm and 200 cm horizontally away from the board. Verbal feedback 
about location and throwing stance was provided by the researcher. Participants also felt 
their dart’s position on the board. Once the participant gained sufficient familiarity with 
throwing the dart, they were then asked to try and aim for specific areas. The researcher 
tapped a metal rod on the various segments along with verbal instructions to provide 
participants with specific slice and segment locations. Participants were then invited to 
play a game with a novice sighted player who used their non-dominant hand and was 
not blindfolded. Participants were provided with continuous verbal feedback and help as 
well as access to tactile feedback using dart placement on the horizontal dartboard and 
the mini-dartboard. Once the game was completed, the participant was asked to complete 
a 32 question questionnaire (10 questions from the System Usability Scale, [6]; 10 flow 
questions [7]; 5 game engagement questions; 5 perceived competency questions [8]; and 
2 questions regarding keeping track of the dart location and score; and participate in a 
9-question interview regarding preferences and interest in the game. All questions used 
a 5-point disagree/agree Likert scale where 1 was strongly disagree and 5 was strongly 
agree. 
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4 Results and Discussion 

The SUS has a mean of 71.5 (SD = 3.79) where a SUS score above 68 is considered 
above average usability [6]. Comments from the interviews suggested that although a 
majority thought the game was “easy to enjoy” (P5), some participants thought that 
a sighted partner would be necessary for providing feedback and collecting darts that 
fell on the floor, “difficult for totally blind users alone” (P1). For Audio Darts, sighted 
players are responsible for picking up darts [9]. Sound emitting darts may alleviate this 
need although mounting additional hardware on a dart will change its shape and weight 
which may, in turn, affect its throwability properties. 

After normalizing the flow data, the highest flow score was 47 and the lowest was 
40 out of a total possible score of 50 (M = 43.8, SD = 2.32). These high flow scores 
indicate that the participants were in flow during gameplay (see Fig. 2a). Comments in 
the interview suggest that flow could be attributed to the level of challenge and effort 
required by the game. For example, there were concerns expressed about throwing actions 
that may have affected flow “it was difficult to throw the darts to the target place” (P3). 
But, participants suggested that the “difficulties made the game fun” (P4), and that the 
thinking required in the game also contributed to game enjoyment, “It is fun to play 
because of using my brain” (P2). 

Fig. 2a. Flow scores for each participant 

Fig. 2b. Mean and standard deviation of perceived competence rating for each participant 

Williams et al. (1998) [8] recommends averaging each person’s score to assess per-
ceived competence. Average competency scores thus ranged from 3.2 (SD = .84) to 3.8
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(SD = .84) with the maximum rating being 5 or strongly agree (see Fig. 2b). Perceived 
competence, which follows from flow and engagement [10], showed lower ratings than 
either flow or usability. While there is insufficient data to carry out statistical corre-
lations, the flow and perceived competence scores seemed to follow a similar pattern 
as those in the literature (e.g., [10]). For example, the participant with the lowest flow 
score also had the lowest perceived competence score. Participant’s comments related 
to their perceived competency in learning to play darts mostly related to the difficulty 
in throwing and aiming the dart “Difficult to aim” (P2) and “difficult to understand the 
sensation of throwing” (P4). However, they appreciated having the small tactile model 
that could be used while preparing to throw a dart because they did not need to change 
their body position. They also suggested several solutions to this difficulty including 
improving the small tactile model with double and triple areas demarcated, and having 
light or sound-based technologies that provide aiming information from the players and 
bullseye point of view. 

Game engagement was only measured with five characteristics including fun, bore-
dom, failure, and perception of importance of the game. All participants unanimously 
rated fun as very high (Mdn = 5, IQR = 0) and boredom as very low (Mdn = 1, IQR 
= 0). They rated their concern of failure as low (Mdn = 2 or disagree, IQR = 0). They 
also thought that the game was important to them (Mdn = 4 or agree, IQR = 1). They 
found that the social aspect of playing with others was enjoyable “It can be enjoyed by 
multiple players.” (P4), and that it did not require physical strength to play. 

Finally, there were two questions specifically related to the feedback provided by 
the software and the tactile representation of the board regarding knowing where a dart 
landed and the resulting changes in a participant’s score. For both questions, participants 
agreed or strongly agreed that they knew where their dart landed and what their score 
was (Mdn 5, IQR = 0 and Mdn = 4, IQR = 1 respectively). However, they did mention 
that when there was much talking or noise in the space (from players cheering and 
encouragement), it was more difficult to hear the computer feedback indicating where 
their dart landed. The first participant mentioned that it would be useful to have the dart 
location duplicated on the horizontally placed board, which was implemented for the 
remaining participants. Participants acknowledged that having the darts placed on the 
horizontal board (see Fig. 1) helped them determine their dart positions on the vertical 
board “It was useful that I could confirm the position with the real dartboard on the 
table” (P5). 

While there were many limitations in this study including a small number of par-
ticipants, limited time for play, and manually generated aiming feedback, participants 
were in flow, had a fairly high perceived competency about playing darts likely because 
the software’s features and functions met most of their needs for learning and playing 
darts. They became confident and competent to play a game with another player after 
about 40 min of learning and practice using multiple tactile and audio strategies. All 
participants wanted to play more games even though aiming was challenging. Future 
work could involve AI-based image processing to analyze hand/arm positions relative 
to the dartboard and to provide repositioning advice to assist with aiming.
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Abstract. For people with upper extremity motor impairments, inter-
action with mobile devices is challenging because it relies on the use of 
the touchscreen. Existing assistive solutions replace inaccessible touch-
screen interactions with sequences of simpler and accessible ones. How-
ever, the resulting sequence takes longer to perform than the original 
interaction, and therefore it is unsuitable for mobile video games. In this 
paper, we expand our prior work on accessible interaction substitutions 
for video games with a new interaction modality: using facial gestures. 
Our approach allows users to play existing mobile video games using 
custom facial gestures. The gestures are defined by each user accord-
ing to their own needs, and the system is trained with a small number 
of face gesture samples collected from the user. The recorded gestures 
are then mapped to the touchscreen interactions required to play a tar-
get game. Each interaction corresponds to a single face gesture, making 
this approach suitable for the interaction with video games. We describe 
the facial gesture recognition pipeline, motivating the implementation 
choices through preliminary experiments conducted on example videos 
of face gestures collected by one user without impairments. Preliminary 
results show that an accurate classification of facial gestures (97%) is 
possible even with as few as 5 samples of the user. 

Keywords: Upper extremity motor impairments · Mobile devices 
Video games 

· 
· Face gestures recognition 

1 Introduction 

For people with Upper Extremity Motor Impairments (UEMI), the interaction 
with mobile devices is challenging because it largely relies on the use of the 
touchscreen interface and therefore on the manual ability of the user [ 10]. Specific 
challenges with touchscreen use may also vary based on the actual condition of 
each user with UEMI. Indeed, some conditions cause difficulties in performing or 
sustaining precise movements (e.g., cerebral palsy). Other conditions may impair 
hand strength, and some users may not have any mobility in upper extremities. 

Assistive technologies that replace touchscreen interactions with sequences 
of simpler, more accessible ones have been proposed. However, these sequential 
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interactions are slow and, therefore, not suitable for time-constrained interac-
tion (e.g., games). In our previous work [ 3], we propose one-to-one remapping 
of touchscreen interactions to alternative inputs as a way to enable accessibil-
ity of existing games by people with UEMI. As a part of this prior work, we 
have conducted studies with people with UEMI on the use of external switches 
and vocal sounds with promising results. However, for those users who cannot 
access external switches and have a speech impairment (e.g., anarthria), these 
interactions are still inaccessible. 

We propose a new one-to-one interaction substitution method based on per-
sonalized Facial Gestures (FGs) recognition. To account for the specific needs of 
different users with UEMI, our approach relies on few-shot learning to allow the 
users to define and register their own FGs, with just a few samples of each ges-
ture. The recorded FGs are then mapped to the touchscreen interactions needed 
to play a target game. Various existing mobile games can be used, including 
many popular ones that are available to users without disabilities. 

In this work, we describe the FG recognition pipeline. In particular, we detail 
the processes of feature selection, few-shot learning, result aggregation, and fine-
tuning. Preliminary experiments on videos of FGs collected by one user without 
UEMI yield a classification accuracy of 96.99% and the ability to process 8.26 ± 
1.55 frames per second on a commodity Android device. As future work, we 
will conduct a thorough empirical evaluation with representative participants, 
focusing on confirming the applicability of the proposed approach and measuring 
its accuracy and appreciation by the target population. 

2 Related Work 

Mobile device accessibility for people with UEMI [ 10] is provided through acces-
sibility services (ASs) [ 1], running in the background that completely replace 
the default touchscreen interaction paradigm, providing substitutive interac-
tions for all mobile device functionalities. Scanning approaches [ 2] replace direct 
selection of a target User Interface (UI) element on the screen with sequen-
tial traversal of all UI elements, activating the target once it has been reached. 
Interactions may be provided through simplified touchscreen gestures, external 
switch peripherals [ 2], or FGs [ 15]. Direct activation of UI elements is also pos-
sible through gaze tracking [ 14] or verbal instructions [ 16]. However, all these 
approaches are slower than direct touchscreen access, which makes them unsuit-
able for mobile gaming [ 4]. To address this issue, in our previous work we have 
explored direct remapping of game UI elements to alternative user actions [ 3]. 
Specifically, we have proposed vocal interactions or external switch activations 
as alternative user actions, achieving comparable accuracy and reactivity with 
respect to touchscreen interaction. However, for users with UEMI who have a 
speech impairment and cannot access external switches (e.g., cerebral palsy [ 5] 
or anarthria [ 9]), these interactions are still inaccessible. Hence, in this paper, 
we extend our previous approach [ 3] with a novel interaction modality based on 
FG recognition.
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Prior literature identifies two key approaches for FG recognition [ 11]. One 
frequently used approach is to use deep convolutional neural networks to extract 
facial features and classify images into FGs. The other common approach first 
detects geometric facial landmarks, such as the position of the eyes, nose, 
and mouth. Then it extracts meaningful high-level features, such as distances 
between the landmarks and areas of polygons defined by sets of them. Finally, 
simpler machine learning models, like Support Vector Machines (SVMs), are 
used to classify these features into FGs. We highlight that both approaches are 
designed to classify a fixed set of predefined FGs, which are same for all the 
users. Furthermore, to train generalizable classifiers that robustly recognize FGs 
for different users, a large amount of data is required. 

However, for some people with UEMI, none of these methods may be appro-
priate due to the characteristics of their specific motor impairment that may 
prevent them from making predefined FGs recognized by the classifier [ 15]. 
To address this issue, we propose the use of user-defined gestures. This app-
roach requires user-specific training of the FG recognition model, using only a 
few examples of FGs that can be collected from a given user. To account for 
this requirement, our approach combines two machine-learning models: a pre-
trained deep-learning model to extract facial landmarks [ 7] and prototypical 
networks [ 13], a few-shot learning approach suitable for FG classification. 

3 Methodology 

The proposed pipeline is divided into four main steps (see Fig. 1): Land-
mark detection and normalization (Sect. 3.1), Feature extraction and selection 
(Sect. 3.2), Classification (Sect. 3.3), and Post-processing (Sect. 3.4). 

Fig. 1. Steps of the FG recognition pipeline 

3.1 Landmark Detection and Normalization 

To detect the face landmarks, we used a pre-trained network. Specifically, we 
used the Mediapipe Face mesh library [ 7] that is capable of real-time detection 
of 478 facial landmarks, whose position is determined in the image coordinate
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system. To robustly detect the FGs even if the user moves, the landmark coor-
dinates are then made invariant with respect to the position of the face in the 
image or its distance from the camera using two approaches. First, we convert 
the landmarks into a face-centric coordinate system (the axes are the horizontal 
and the vertical lines shown in red in Fig. 1). Second, the landmark coordi-
nates are normalized with respect to a set of reference distances between pairs 
of pre-defined landmarks (brown segments connecting the base and the tip of 
the nose). This set was obtained experimentally by selecting the pairs of points 
whose distances change the least in various FGs. 

3.2 Feature Extraction and Selection 

From the normalized landmarks, we extract a set of features to be used as input 
to the classifier. We considered different possible sets of features, among which we 
selected the one that yields the most accurate FG recognition (see Sect. 4.1). For 
our data, the final set of features included head rotation and distances between 
pairs of landmarks that are close to each other. 

Since the detection runs on a resource-constrained device, we also apply the 
following feature selection procedure. At training time, the features are ordered 
according to their ability to discriminate different FGs using Fisher score [ 6]. 
Then, for each feature starting from the one with the highest score and iterating 
over the others, the technique computes correlation of that feature with all other 
features, removing the ones that have a correlation higher than a given threshold 
with the initial one. An example of features remaining after the selection is shown 
in Fig. 1 (blue segments above the left eye, on the mouth, and on the chin). 

3.3 Classification 

During the app setup, the user records a sequence of frames (5 in our tests) for 
each FG they intend to use to interact with a game. Features are extracted from 
these frames and used to train a Prototypical Networks model, a machine learn-
ing approach suitable for few-shot learning [ 13]. Specifically, a class prototype is 
defined for each considered FG using the extracted features as training data. 

During inference, input video frames are classified using the trained network. 
Specifically, considering the features of the FG represented in the input frame, 
the closest prototype is set as its class. Additionally, we compute the distance 
value d between the input features and the closest prototype. Clearly, the smaller 
the value d, the higher the classification confidence with respect to the considered 
prototype. Based on this intuition, we empirically define three confidence levels 
(High, Medium, and  Low) considering the distance d. If  d is greater than the min-
imum distance between prototypes (t = 0.8 in our dataset), the FG is detected 
with Low confidence. Instead, to compute the threshold between Medium and 
High confidence, we examined how the classification accuracy varies considering 
different distance thresholds (see Sect. 4.2), finally selecting the value T = 0.32. 
Both thresholds can be tuned to the user-specific FG dataset.
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3.4 Post-processing 

The post-processing phase has three objectives: to smooth fluctuating classifica-
tion results, to convert the classification results into actionable events (start/stop 
a tap) and to take into account the situation in which the user does not make 
any recorded FG (the “other” case). The proposed solution is based on two log-
ical components: a filter and a finite-state machine. The filter takes in input the 
classification result and, if its confidence level is high, returns its class. If the 
confidence level is medium, the filter adds the class to a buffer. The buffer has a 
pre-defined size, which is a system parameter. When more than half of the buffer 
spaces contain the same class, the filter returns that class. If the confidence level 
is low a “other” class is added to the buffer. The finite state machine defines 
a state for each class, plus a “other” state. It takes in input the class returned 
by the filter and changes the state (if needed) to the corresponding class. Upon 
leaving/entering a state, the system triggers a end tap/start tap action. The only 
exception is the “other” state, which does not trigger any action. 

4 Results 

We conducted an extended set of performance tests aimed at tuning the system 
parameters. The experiments were carried out using a set of 120 videos, each 
representing a person making one of 12 representative FGs 1 (10 videos for each 
FG). The videos were collected by one user without UEMI. 

4.1 Feature Extraction 

We experimented with various sets of features, with the aim of balancing accu-
racy and the computational cost due to the large number of features. Specifically, 
we considered: manually selected features based on prior literature [ 12] includ-
ing selected distances between landmarks, areas defined by sets of landmarks, 
and vertical inclinations of segments defined by pairs of landmarks (Manual 
method); distances between pairs of close-by landmarks (Close-by method); 
– distances between pairs of far-away landmarks (Far-away method); – dis-
tances between pairs of Dlib landmarks 2 (Dlib method). Head rotations were 
considered as an additional feature in all cases. The best overall results (96.99% 
accuracy) were obtained considering close-by landmarks, with a set of 7098 fea-
tures (see Fig. 2a), and a processing time overhead of 0.41ms (see Fig. 2b). The 
intuition for using close-by landmarks is that facial expressions are character-
ized by local changes (e.g., the landmarks around the mouth when it is open or 
closed). Using these features and implementing the system on a Samsung Galaxy 
A53 5G, the system can process 8.26 ± 1.55 frames per second.

1 FGs considered in the experiment: smile, open mouth, close left/right eye, curve 
eybrows, wrinkle nose, turn left/right, incline left/right, raise/lower head. 

2 Subset of Mediapipe Face Mesh [ 7] landmarks that are also defined in Dlib [ 8]. 
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Fig. 2. Feature extraction accuracy and processing time by extraction method 

4.2 Classification 

Figure 3 shows how classification accuracy varies considering different values of 
the distance threshold T . For each threshold, the graph shows the percentage of 
images (“Support”) whose distance d falls within that threshold and the accuracy 
achieved on those images. Based on these results, we select the threshold value 
T = 0.32. This value is data-specific, and can be tuned for each user. 

Fig. 3. Aggregate accuracy by intervals of d (distance from closest prototype) 

5 Discussion 

5.1 Detection Robustness, Personalization, and Generalizability 

We designed the FG detection pipeline with three goals in mind: 1) accurate 
and timely interaction, suitable for mobile gaming, 2) personalization of FGs 
according to the user’s needs, and 3) need for limited training data. The results 
obtained from the preliminary tests show that our approach satisfies all three 
criteria. By design, the proposed technique is robust to user movement and 
distance from the camera. It is able to process more than 8 frames per second 
on a commodity mobile device, with 97% accuracy. It enables a user to define 
personalized FGs and use them as interactions to play existing mobile video 
games. Finally, it only requires a short video of each FG for the training.



126 M. Manzoni et al.

These results were computed on a preliminary dataset collected by one user 
without impairments. The aim was solely to assess the feasibility of the proposed 
technique and to tune the system parameters during the process. Thus, we cannot 
consider these results to be representative for users with UEMI. However, since 
the FGs are personalized and trained separately for each user, the process in 
itself should apply to users with UEMI without modifications. 

5.2 Limitations 

Despite the positive results, we acknowledge the technical and practical limita-
tions of our approach. First, the applicability of the approach is limited by the 
ability to discern facial landmarks in the video frame, and therefore it is not pos-
sible in adverse luminosity conditions such as extreme dark or light glare. The 
presence of others in the camera frame, as well as occlusion of the facial features, 
may also influence the ability of the system to correctly detect the user’s FGs. 

Clearly, the applicability of the approach is also limited by the user’s ability to 
make FGs. For users with limited mobility or difficulties in controlling their head 
and facial features (e.g., people with dystonia), this approach is not suitable. 
In such cases, other input modalities could be used, such as non-verbal voice 
interaction or external switches [ 3]. 

Finally, the main methodological limitation of our work is the lack of an 
evaluation by users with UEMI. The overall interaction substitution approach, 
with other types of input (non-verbal voice input or external switches), has been 
evaluated with representative users [ 3]. However, to assess the generalizability 
of the FG interaction modality, additional user studies with representative users 
are needed to robustly assess the actual recognition accuracy of the technique. 

6 Conclusions and Future Work 

This paper describes a pipeline for recognizing personalized facial gestures, 
selected by the users themselves, to be used as a new interaction approach for 
making existing mobile games accessible to people with upper extremity motor 
impairments. After detecting facial landmarks [ 7] corresponding to a facial ges-
ture, a set of robust features is selected and used to train a Prototypical Network 
model [ 13]. Only a short configuration step is required to register the personal-
ized gestures and associate them to the desired game. Afterwards, the system will 
recognize the registered gestures and trigger the associated game interactions, 
thus enabling users with UEMI to play the configured games. 

As future work we will assess the validity of the proposed approach with 
representative users, using existing mobile games. In particular, we will assess 
the accuracy of the approach, the reaction time of the users when using the new 
interaction modality, and the cognitive and physical load associated to its use. 
Furthermore we will assess its usability and appreciation by users with UEMI, 
as well as the applicability of the approach to users with different abilities.
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Abstract. The purpose of this study is to develop an action puzzle game that is 
easy to play for visually impaired people, and to expand the number of visually 
impaired people participating in e-sports. To this end, we developed a prototype 
of Tactris, a falling-puzzle game that can be played by using auditory and tactile 
information, and evaluated the ease of use and playability of the game for six 
visually impaired people. We have been studying the presentation method, opera-
tion method, and game rules necessary to realize a falling object puzzle game that 
can be played by visually impaired people, and have aimed to develop a falling 
object puzzle game that combines voice, sound effects, and tactile illustrations. 
We aimed to research and develop a puzzle game that presents the situation in 
the game by combining audio, sound effects, and tactile illustrations. Since this 
interface uses dynamically changing tactile diagrams, it is expected to be used as 
a content to efficiently promote understanding of tactile perception in education 
for the visually impaired. It will also help to improve the tactile skills of dynamic 
tactile diagrams. Six visually impaired people evaluated the ease of use and playa-
bility of the game, and although the ease of use remained an issue, there was a 
strong need to play the game repeatedly. 

Keywords: Visual impaired · para e-sports · spatial cognition · audio-tactile 
cues · falling block puzzle games 

1 Background 

In recent years e-sports has been gaining momentum, making it easier for visually 
impaired gamers to become involved. Forza Motorsport now includes a screen reader 
and driving assist features; Street Fighter 6 includes a sound accessibility feature. This 
enables the blind and visually impaired who cannot see the screen to participate in e-
sports activities. The information on computer games that can be played by visually 
impaired people is shared on websites, such as Audiogames [1].
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Efforts are also underway to develop inclusive games that can be played by both 
visually impaired and sighted people. Matsuo et al. developed an accessible action role-
playing game (RPG) that can be played by anyone regardless of visual condition. RPG 
was designed to be played using only auditory and tactile senses, with graphic features 
implemented so that able-bodied people can play the game [1, 2]. However, some game 
genres are not easily accessible to the visually impaired. The blind and visually impaired 
play computer games by associating sound effects with situations in the game or by 
memorising the order and hierarchical structure of items, such as menus, to indirectly 
grasp screen information. However, action puzzle games, such as falling object puzzles, 
are difficult for the visually impaired to play because they require the player to make 
appropriate decisions according to the situation, requiring visual grasp of the entire 
changing situation on the game screen, including the position and shape of falling blocks 
and positional relationship of the stacked blocks. This makes it difficult for visually 
impaired individuals to play the game. 

2 Objective 

The purpose of this study was to develop an action puzzle game that would be easy for 
the visually impaired to play, thereby increasing the participation of visually impaired in 
e-sports. To this end, we developed a prototype of Tactris, a falling-block puzzle game 
that can be played using auditory and tactile information, evaluating its usability and 
playability on six visually impaired participants. 

We have been studying presentation and control methods, as well as the game rules 
necessary for realising a falling-object puzzle game accessible to the visually impaired, 
by combining voice, audio, sound effects, and tactile illustrations. Because this inter-
face uses dynamically changing tactile diagrams, the content is expected to efficiently 
promote the understanding of tactile perception in education for the visually impaired, 
which would also help improve the dexterity of dynamic tactile diagrams. 

Previous research on action puzzle games for the visually impaired included the 
Tetris Game for the Visual Impaired Utilising Sound, proposed by Choi et al. [4]. To 
enable the visually impaired to play the game, 1) the game rules were simplified, 2) 
pieces were limited to one type, and 3) sound was used to indicate a hole in the puzzle. 
Suggesting improvements, they stated that the game scenario was simple and could 
become boring after repeated play, and that the design of additional devices with visually 
impaired-friendly input was required. The Tactris game we are developing reproduces 
the complex rules of an action puzzle game. An audio-tactile presentation method is 
proposed to encourage repeated play to obtain higher scores. We also designed a user 
interface that combines the output with a tactile display and game controller to make it 
easy for the visually impaired to operate. 

3 Tactris Development 

We developed Tactris, a puzzle game played by touching the game screen. Table 1 
presents the operating and developmental environments of the system. Figure 1 shows 
the game screen during play.
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Table 1. Development and operating environment of Tactris 

Item Description 

Development OS Windows 11 Pro 

Development language Python 3.10.4 

Libraries used Pygame 2.1.2, pyserial 3.5, 
accessible-output20.17 

System requirements Windows 10 Pro, Windows 11 Pro 

Supported screen readers JAWS for Windows, NVDA, Window Eyes, PC 
Talker, Microsoft Speech API 

Point diagram output device KGS Dotview DV-2 

Input devices Keyboard, joystick 

Recommended sound presentation device Stereo speaker, stereo headphones 

This game is based on the basic functions of Tetris, the original falling-object puz-
zle, and is designed to be played by visually impaired users. For the implementation, we 
referred to the chapter on falling object puzzles in “Python Programming for Fun Learn-
ing while Making Games” by Kenichiro Tanaka [5], using Python 3.10.4, pygame 2.1.2, 
pyserial 3.5, and accessible-output2 0.17 for the development. The text in the game 
was read by a screen reader. For the game operation, a game controller (JOY-CON, 
NINTENDO) was used in addition to the PC keyboard. 

Fig. 1. Tactris play screen displayed on DV-2

The rules of the game consist of moving and rotating seven different types of tetro-
minoes falling from the top of the playfield to fill a horizontal row without gaps. The
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Fig. 2. Seven different types of tetrominoes

types of tetrominoes are shown in Fig. 2. The rows that are filled without gaps are erased 
while accumulating the score, and the block above the erased row falls. The falling speed 
of the tetrominoes is accelerated over time. The game is over when the blocks reach the 
top of the playing field. A DV-2 DotView was used to display tactile information in real 
time on a computer [6] instead of a PC monitor, The dot view has 48 horizontal pins and 
32 vertical pins for a total of 1,536 pins and can present text and graphic information 
as binary information by moving the pins up and down. The user can play the game by 
touching the dot-dot display to grasp the shape and positional relationship of the falling 
tetrominoes and stacked blocks. In addition, sound effects and audio are used to assist 
in presenting the e-situation in the game. Sound effects for tetrominoes falling, moving, 
rotating, remaining fixed, and when blocks are lost are supplemental auditory informa-
tion indicating situational changes. The audio reads the score information using a screen 
reader. In addition to reading out the increased score when a block disappears and the 
total score after the game is over, a dedicated button for reading the score can be placed 
at any time. The research and development efforts were conducted in accordance with 
an inclusive research methodology in which persons with disabilities were involved in 
the research process and in research planning, system implementation, evaluation, and 
improvement [7]. 

4 Tactris Evaluation 

To investigate the usability of Tactris and obtain guidelines for future research and devel-
opment, an evaluation experiment was conducted on six visually impaired individuals, 
aged 19 and 29 years, five males, one female, two blind, and four with low vision. Two 
of the blind participants and one of the low-vision participants had experience using 
Braille and Braille charts. All participants played computer games for at least two hours 
per day. Table 2 shows the information on the participants in the experiment.

4.1 Experimental Procedure

First, a questionnaire was administered to the participants asking about their individual 
disability status and experience using braille and computer games. They were then asked
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Table 2. List of participants in the experiment 

Participant 
ID 

A B C D E F 

Gender Male Male Male Male Male Female 

Age 20s 20s 20s 20s 20s 10s 

Visual 
impairment 
status 

low vision low vision totally 
blind 

low vision totally blind low vision 

Onset of 
visual 
impairment 

congenital congenital ~8 years ~14 years congenital congenital 

Use of 
tactile chart 
per day in 
the last two 
weeks 

None None None None None None 

Hours of 
tactile use 
per day 
during most 
frequent use 

None None 2 h several 
times in the 
past 

Used in class 2 h  

Hours of 
game 
playing per 
day in the 
last two 
weeks 

None 5 h None 1 h None 8 h  

Hours of 
gameplay 
per day 
during the 
most 
playing 
period 

2 h all day 10 h 6 h 2–3 h all day 

Experience 
in playing 
Audiogame 

Know and 
play 

Know but 
no 
experience 
in playing 

Know and 
play 

Know but 
no 
experience 
in playing 

Mostly play 
Audiogame 

Know and 
play

to play Tactris with three patterns of different-sized tetrominoes for three minutes each 
and were evaluated through usability metric for user experience (UMUX-Lite) for each 
treatment [8, 9]. The results were converted into an estimated system usability scale 
(SUS) score based on a formula proposed in [9]. The block was set to fall one level 
every 0.7 s, increasing in speed every 10 s, and after 3 min, one level every 0.56 s. The
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Fig. 3. Example of the three-pattern Tactris used in the experiment. From left to right, one block 
is represented by 1 × 1, 2 × 2 and  3  × 3

game was controlled using a Joy-Con(R) controller (Nintendo) attached to the bottom 
of the Dot View DV-2. Finally, a questionnaire was administered to evaluate the game. 
The respondents were asked to respond on a 7-point Likert scale regarding ease of 
understanding the game rules, operation, and in-game situation, as well as overall fun 
factors (Fig. 3). 

4.2 Experimental Results and Discussion 

The results of the subjective evaluation by the participants are shown in Table 3.
In Pattern 2, three out of six participants succeeded in erasing one level of block 

during the experiment. In Pattern 3, two out of the six participants succeeded in erasing 
the block. However, in Pattern 1, no erasures were made. The participants who succeeded 
in erasing the blocks and obtaining a score played the falling-puzzle game using visual 
information. This suggests that participants understood the in-game situation in the 
object-based puzzle game. 

The mean SUS score for each treatment was 44.6 for Pattern 1, 60.8 for Pattern 2, 
and 57.2 for Pattern 3. Based on the above, Pattern 2, which had a block size of 2 × 2, 
was considered the easiest to use. 

The playing time was limited to three minutes in this study, and none of the partic-
ipants had touched the point diagram within two weeks. If the game were played for 
a longer period or if the point diagram were used regularly, it could have been rated
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Table 3. Results of the evaluation by the participants of the experiment 

Participant ID A B C D E F 

Enforcement pattern 1 (block size 1 × 1) 
Number of erasures 0 0 0 0 0 0 

UMUX-Lite Q1: This game meets my requirements 2 1 6 2 4 5 

UMUX-Lite Q2: This game is easy to use 1 1 5 2 4 3 

SUS score 28.3 22.9 71.7 33.7 55.4 55.4 

Enforcement pattern 2 (block size 2 × 2) 
Number of erasures 0 1 0 0 1 0 

UMUX-Lite Q1: This game meets my requirements 3 5 6 5 5 5 

UMUX-Lite Q2: This game is easy to use 2 5 7 3 6 4 

SUS score 39.2 66.2 82.5 55.4 71.7 50.0 

Enforcement pattern 3 (block size 3 × 3) 
Number of erasures 1 0 0 0 0 0 

UMUX-Lite Q1: This game meets my requirements 3 6 6 3 3 3 

UMUX-Lite Q2: This game is easy to use 1 6 6 4 3 5 

SUS score 33.7 77.1 77.1 50.0 44.6 60.8 

Questionnaire 

Ease of understanding the rules 6 7 7 7 7 5 

Ease of operation 3 7 6 7 7 7 

Ease of understanding in-game situations 1 5 5 4 3 7 

Interest 4 7 7 5 7 6

as more user-friendly. The speed and acceleration of the falling blocks were constant, 
although the size of the playfield varied. Therefore, there is a possibility that Patterns 1 
and 3 can be improved by adjusting the falling speed to suit the playfield. In the results 
of the post-play questionnaire, one participant rated the overall fun factor, as 4, 5, and 
6 with the remaining three rating it as 7, for an average score of 6. Some participants 
expressed a strong desire to continue playing the game after the experiment was over. 
Free feedback included comments such as “I am happy to be able to play again the game 
that I used to play when I was able to see”; “It was the first time I played the game while 
touching it, so it was a fresh experience”; “It is good because my eyes do not get tired”; 
and “The position where the block is dropped is often off by one square.” In summary, 
although we did not obtain a high evaluation for the usability of the game by SUS, the 
game was found interesting and the users wanted to play it repeatedly. 

Based on these improvements, the game interface was improved. Table 4 presents 
the results of these improvements. Three blind people involved in the development of the 
improved Tactris tested it and confirmed that the operation errors were reduced using 
the block fall-point guide. The maximum number of erasure blocks of Tactris at the
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pre-experimental stage was 6; however, after the system was improved, 126 blocks were 
successfully erased. 

Table 4. Improvements to Tactris based on evaluation results 

Addition of new rules increase in fall speed every time 5 levels are erased 

Customisation options block size, button configurations, game speed 

Block fall point guide Predictive fall point always shown by blinking dot diagram 

Voice reading of block shapes reads out falling and next block 

Braille display Displays operation guide and total score in Braille 

Cheering function Voice cheers the player on when the score is added 

Tutorial Practice mode to feel the type of block and prevent blocks 
from falling 

Easy-to-see screen Colour scheme based on colour universal design 

5 Summary 

In this study, we developed a prototype of Tactris, a falling object puzzle game that can 
be played using auditory information, with the aim of expanding the number of visually 
impaired participants in e-sports. Six visually impaired people evaluated the ease of use 
and playability of the game. Although ease of use remained an issue, there was a strong 
need for the game to be played repeatedly. As a result of system improvements based on 
the evaluation results, the number of block elimination steps and scores of the visually 
impaired players improved significantly. 

In the future, we plan to analyse the progress of Tactris and improve the interface to 
make it easier for the visually impaired to play. We are also considering applications in the 
field of education, such as using this game to acquire touchpoint diagram skills. Currently, 
Tactris cannot be played without a pointillistic display; therefore, issues remain to be 
addressed in terms of widespread use. A method for playing games on a general-purpose 
device using sound and vibration without a point-drawing display is being currently 
investigated. 
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and 23H00996. 
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Abstract. Visually impaired people frequently find it difficult to enjoy 
most of these state-of-the-art games, despite the vast amount of accessi-
bility research on content and interfaces. Meanwhile, a growing number of 
playable games regardless of visual impairment status have been released. 
However, there are still few games enabling both blind and sighted play-
ers to compete against each other. The Street Fighter 6 (Capcom Co. 
Ltd.), released in 2023, introduced a sound accessibility feature for the 
first time in a commercial fighting action game. By clarifying the require-
ments for sighted and visually impaired players to compete smoothly 
using this feature, not only can they participate in the game regardless 
of their disability status, but also new accessible interfaces can be cre-
ated by using the technology. In this study, the goal is to evaluate the 
playability of a fighting game with sound accessibility features for visu-
ally impaired and sighted groups. This paper reports on the evaluation 
results of usability and user experience of the sound accessibility features 
implemented in the Street Fighter 6, for two groups. 

Keywords: Inclusive game · sound accessibility · visually impaired 

1 Introduction 

The computer gaming market has been growing worldwide and will expand 
rapidly in coming years; the Global Games Market Report 2020 estimated that 
the gaming population would reach 2.7 billion in 2020 and 3 billion in 2023 [ 2]. 
The population of computer game players presently encompasses a wider range 
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of age groups. Moreover, the global pandemic of COVID-19 (coronavirus disease 
2019) has led to government stay-at-home orders and calls for social distancing 
in many countries [ 15], and the demand for computer games became soar. 

Amid these situations, computer games have diversified due to advances in 
hardware performance and software capabilities. Irrespective of whether game 
platform is stationary or portable, the display density and resolution of screens 
are increasing, and the information that players need to grasp visually is becom-
ing larger. However, this context has led to the problem that visually impaired 
people frequently find it difficult to enjoy most of these state-of-the-art games, 
despite the vast amount of accessibility research on content and interfaces 
[ 5, 11, 13, 16, 18]. Accordingly, volunteers who are enthusiastic gamers with visual 
impairments share information on playable and non-playable games on websites 
that reviews games [ 1, 4]. The fact that such sites exist itself suggests there are 
only a small number of mainstream games that the visually impaired can play. 

Meanwhile, a growing number of playable games regardless of visual impair-
ment status have been released. The 2000s saw the popularity of audio games, 
and the 2010s saw the proliferation of exergames [ 12]. Since the mid-2010s, we 
have been developing inclusive multimodal action RPGs and side-scrolling action 
games playable regardless of visual impairment status [ 9]. We have also designed 
an accessible game IDEs (integrated development environments) operable with 
a screen reader, which allows for efficient creation of game views for blind devel-
opers [ 9]. In the 2020s, commercial games have been gradually transforming into 
more accessible ones [ 10]. In particular, The Last of Us Part II RO (Naughty Dog, 
LLC) includes accessibility functions, making it easier for players with visual, 
auditory, and motor disabilities to play and immerse the game. 

In this context, while the number of playable games regardless of disability is 
increasing, there are still few games enabling both blind and sighted players to 
compete against each other. The Street Fighter 6 RO (Capcom Co. Ltd.), released 
in June 2023, introduced a sound accessibility feature for the first time in a 
commercial fighting action game, based on the advice of a blind professional 
gamer [ 3]. By clarifying the requirements for sighted as well as visually impaired 
players to compete smoothly using this feature, not only can they participate in 
the game regardless of their disability status, but also new accessible interfaces 
can be created by using this technology. 

In this study, the purpose is to evaluate the playability of a fighting game 
with sound accessibility features for both visually impaired and sighted groups. 
This paper reports on the evaluation results of usability and user experience of 
the sound accessibility implemented in the Street Fighter 6 RO for two groups. 

2 Evaluation 

2.1 Participants 

Twenty sighted persons, seven total blind, and four low vision participated in this 
evaluation (Age: 31.6±11.8, Range: 9–66). In the sighted participants, there were 
fifteen men and five women (Age: 31.4±11.8, Range: 9–66). Six of the sighted
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did not usually play games, five played a few times a week, five played 4–5 times 
a week, and four played almost every day. In the visually impaired group, there 
were eight men and three women (Age: 30.8±10.8, Range: 19–54). None of the 
participants had hearing or physical disabilities. 

2.2 Method 

For the sighted participants, we exhibited Street Fighter 6 RO, a commercial 
fighting action game that implemented sound accessibility features for visually 
impaired players, at a booth where visitors could play the game without any 
visual information in a two-day game experience event. For the visually impaired, 
we recruited those who had this game installed in their personal computers with 
their customized accessibility settings. 

The participants were first asked to practice associating visual information 
with auditory information on a training mode of the game. At that time, we asked 
the participants to shut off visual information occasionally so that they could 
pay attention to the audification information provided by the sound accessibility 
function in addition to the in-game sounds and sound effects. The audification 
information provided by the sound accessibility function included the distance 
from the opponent’s character in terms of the interaural difference in sound, and 
the height information in terms of the sound volume. The participants who had 
their own game controllers or consoles were allowed to use them freely, while 
those who did not have a game controller were asked to use a PlayStation RO
controller to operate the game. They were also asked to choose either the clas-
sic control mode whose command operation is inherited from the former Street 
Fighter RO series or the modern control mode that simplified the special attacks 
commands mainly for beginners. The opponent of the participants was a blind 
professional e-sports player who was proficient in sound accessibility. After the 
match, participants were asked to answer a questionnaire. The questionnaire 
consisted of the following scales, in addition to items about their basic status 
such as gameplay frequency, age, gender, and disability status: 

– System usability scale (SUS) [ 7]. We used the overall SUS score and subscale 
SUS scores of usability and learnability [ 6] 

– User experience questionnaire short version (UEQ-S) [ 14]. We calculated 
hedonic, pragmatic, and overall scores from the answers of UEQ-S. 

They also answered the 5-point Likert scales of sound accessibility features 
shown in Table  1. 

3 Results and Discussion 

3.1 SUS and UEQ-S Scores: Sighted Versus Visually Impaired 
Participants 

First, an analysis of variance (ANOVA) with ART (aligned rank transform) [ 17] 
of the overall SUS scores for visual impairment status and gameplay frequency
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Low vision - Blind 
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p  0.10

-2 -1 0 1 2 
d (Learnability) 

Fig. 1. Effect size of the contrast by vision status on (left) overall SUS, (center) usabil-
ity, and (right) learnability scores 

revealed a main effect with marginal significance for visual impairment status 
( p = 0.075 < 0.10, partial η2 = 0.24) and a significant main effect for game 
playing frequency ( p = 0.006 < 0.01, partial η2 = 0.47). Moreover, the ANOVA 
using ART with the same factors on usability and learnability showed that there 
was a significant main effect only for game playing frequency for usability (p = 
0.03 < 0.05, partial η2 = 0.36), whereas there was a significant main effect only 
for visual impairment for learnability ( p = 0.038 < 0.05, partial η2 = 0.29). 

Figure 1 shows the effect sizes Cohen’s d of the differences of overall SUS 
scores and subscale usability and learnability scores across the visual conditions. 
In the graphs, the further to the right the d-values are, the larger the [A-B] group 
A on the vertical axis, and the darker the color indicates the magnitude of the 
p-value. The green and red dashed vertical lines indicate the approximate effect 
size based on Cohen’s criterion [ 8]. The comparison of overall SUS scores showed 
that low vision participants tended to rate the game higher than blind users with 
marginal significance ( p = 0.065 < 0.10, d = 1.57 (large)). However, there was no 
significant difference in usability score between visual impairment statuses (p >  
0.10, in all conditions), and such a difference was confirmed for learnability score. 
In particular, low vision participants tended to rate learnability significantly 
higher than the sighted ( p = 0.034 < 0.05, d = 1.51 (large)) and higher with 
marginal significance than the blind ( p = 0.093 < 0.10, d = 1.45 (large)). 

Regarding UEQ scores, an ANOVA with ART of the pragmatic score for 
visual impairment status and game playing frequency confirmed main effects 
for visual impairment status ( p <  0.001, partial η2 = 0.55) and game playing 
frequency ( p = 0.015 < 0.05, partial η2 = 0.42). The interaction between 
visual impairment status and game playing frequency was also significant for 
the pragmatic score ( p = 0.025 < 0.05, partial η2 = 0.50). An ANOVA with 
the same factors on overall score indicated a significant main effect for visual 
impairment status ( p = 0.017 < 0.05, partial η2 = 0.34) and a main effect with 
significant trend for gameplay frequency ( p = 0.07 < 0.10, partial η2 = 0.30). 
No significant main effects or interactions were found for the usability.
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Fig. 2. Effect size of the contrast by vision status on UEQ-S scores: (left) hedonic, 
(center) pragmatic, and (right) overall scores 

Figure 2 illustrates the effect sizes Cohen’s d of the differences of UEQ scores 
across the visual conditions. The comparison of pragmatic and overall scores 
showed that the sighted tended to rate the game higher than the blind (pragmatic 
score: p <  0.001, d = 2.14 (large), overall score: p = 0.012 < 0.05, d = 1.53 
(large)). Though there was no significant difference in hedonic score between 
visual impairment statuses, effect sizes between the sighted and the visually 
impaired groups were large generally (sighted – low vision: p = 0.29 > 0.10, 
d = 0.84 (large), sighted – blind: p = 0.105 > 0.10, d  = 1.02 (large)). 

These results suggest that, in general, those with low vision rated the lean-
ability of the game significantly higher, while those without visual impairment 
rated the pragmatic aspects of the game significantly higher. The low vision may 
have evaluated the game itself as a playable game, in addition to the ability to 
use both visual and auditory information. The sighted may have valued similar 
aspects, and they could also felt that inclusiveness could be realized in this way. 
Meanwhile the blind did not rate either of these aspects highly suggesting that 
the blind who participated in this study were those who had particular experi-
ence in playing games. They made more comments in the free description field 
than the others. We will discuss this point in the future. 

3.2 SUS and UEQ-S Scores: Gameplay Frequency in Sighted 
Participants 

In the sighted group, various differences were observed in the gameplay fre-
quency. Figures 3 and 4 show the overall and partial SUS scores by sighted partic-
ipants’ gameplay frequency. Because SUS scores were non-normally distributed, 
we plotted the data using box plots. According to the results of ANOVA (analysis 
of variance) with ART (aligned rank transform) [ 17], there are significant main 
effects of gameplay frequency in the overall (p = 0.02, partial η2 = 0.462) and  
usability (p = 0.04, partial η2 = 0.390) SUS scores, but unsignificant main effects 
in the learnability SUS score (p = 0.31 > 0.05, partial η2 = 0.196). Among the 
scores with significant main effects, those who did not play at all significantly or
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marginally significantly scored higher than those who played every day or 2–3 
times a week, according to Figs. 3 and 4. 

Fig. 3. Overall SUS scores by the gameplay frequency in sighted participants 

Fig. 4. Usability and learnability scores by the gameplay frequency of the sighted 

Figure 5 shows the scores of UEQ-S by the participants’ gameplay frequency. 
According to the results of ANOVA, there are significant main effects of game-
play frequency in the pragmatic scores (p = 0.049, partial η2 = 0.38). The 
participants who played games almost every day significantly evaluated lower 
than those who do not usually play (p = 0.03 (Tukey-Kramer test), d = 1.78). 

These results indicated that the usability of game was highly evaluated by 
inexperienced players significantly, while the usability of operation learning was 
independent of playing experience. Moreover, pragmatic scores were generally 
rated lower by those who played more frequently, while hedonic scores were 
not significantly different among the player experience. Thus, game play using 
only the sound accessibility features can be enjoyed to almost the same degree 
regardless of gameplay frequency (and experience), and that the game experience 
can potentially provide an inclusive gaming experience regardless of disability 
or gaming background.
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Fig. 5. Scores of UEQ-S by the sighted participants gameplay frequency 

3.3 Subjective Evaluations of Sound Accessibility Features 

Table 1 shows the subjective impressions of sound accessibility features in visu-
ally impaired and sighted participants. These results indicated that the overall 
evaluation (Q1) was significantly higher than the neutral value (= 3) in both 
visually impaired and sighted groups. 

Table 1. Subjective evaluations of sound accessibility features in visually impaired 
and sighted participants. The p and d values were calculated by one-sample t-test and 
Cohen’s d compared to the neutral value (= 3), respectively. 

There were differences between the visually impaired and sighted groups in 
their perception of the game situation using the sound accessibility features. 
The visually impaired group could significantly identify their own and oppo-
nent characters (Q2) and significantly estimate the positions where their player 
character was standing (Q4). The sighted could significantly distinguish between 
hit or guard status (Q6) and understand the situation through the commentary 
(Q9). They also understand the position of the opponent character (Q3) and the 
hit distance that their PC moves (Q5) better with marginal significance than 
the neutral value. Only the visually impaired group mentioned the remaining 
amount of the drive and SA gauges as significantly difficult to estimate (Q7 and 
Q8). These points need to be improved in the future. 

In the sighted participants, there were no significant differences in the fre-
quency of game playing among the items that showed a significant difference
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or a marginal significance. Therefore, regardless of the frequency of game play-
ing and experience, even sighted persons can play fighting games using only 
sound information as cues when the sound accessibility features are sufficiently 
implemented, and may be able to play together with blind persons in the same 
situation as blind persons. 
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Abstract. Access to music for people who are Deaf/Hard of Hearing (D/HoH) 
includes the instrumental portion and the lyrics. While closed captioning can pro-
vide the lyrics in text format, it does not necessarily provide accurate timing of the 
lyrics with the instrumental portion. This study aims to clarify how vibrotactile 
stimuli affect understanding the onset timing of song lyrics for D/HoH people. 
To achieve this goal, we developed a system called VIBES: VIBrotactile Engage-
ment for Songs that simultaneously provides music and vibration playback as an 
iPhone app. Unlike other vibrotactile systems for music, which focus primarily on 
the percussion/beat or frequencies of the instrumental portions, VIBES presents 
vibrations for the timing of vocal utterances, syllable by syllable. We conducted a 
study with 10 participants to determine the system’s effectiveness by comparing 
the understanding of lyric timing with vibration and sound only. Statistically, one 
of the four songs in the experiment showed significant differences, where under-
standing lyric timing with vibration is better than in sound-only conditions. Two 
songs revealed the opposite results, and the other showed no differences between 
the two conditions. Although these results were unexpected, we obtained several 
findings to make the next version of VIBES, such as the frequency of vibrations. 

Keywords: Deaf and Hard of Hearing · Music · Vibration · VIBES 

1 Introduction 

Closed captioning is now being added to most video content, including songs and music 
videos, as soon as they are released on YouTube and other online video services. However, 
the timing of the captions is often delayed [1], making it difficult to know whether a 
song’s instrumental and lyric portions are synchronized. While this may not be a concern 
if just “listening” to music, for singing along, such as for karaoke, it causes issues with 
keeping up with the song. 

It is a personal experience of one of the authors as a profoundly deaf person that 
he is not able to grasp the exact timing of the lyrics with the music, so he is often out 
of rhythm when singing because of the delays between the onset of the closed captions 
and music, which makes him enjoy less and prevent achieving high scores in karaoke.
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Difficulties grasping rhythm during practice and singing with off-vocal sound sources are 
the main reasons for feeling uncomfortable at karaoke. Usually, he listens to and practices 
singing from sound sources, including vocal sounds. However, the background music 
and singing technique make it difficult to hear the vocal sound, and he often needs to 
get the singing timing correctly. In addition, since he wants the timing based on the 
vocal sound, the singing timing must be grasped with something other than an off-vocal 
sound source. These two types of difficulties (background music interferes with the vocal 
sounds and off-vocal music gives no lyric timings) need help grasping the correct rhythm 
and continuing to sing in the proper rhythm. 

Although several vibration systems have been developed for D/HoH’s music acqui-
sition as Paisa [2] reviewed, these systems don’t solve his problems. SoundHug [3] lets  
D/HoH feel the music as a whole but does not let them understand any specific sound. 
Ontenna [4] is currently not usable for understanding the lyric timings. So, we developed 
a system that vibrates the lyrics of a song during playback to eliminate the difficulty of 
listening to a sound source containing vocal sounds. 

This paper describes the system and the results of a user study with ten Deaf/Hard 
of Hearing (D/HoH) participants. The study compared participants’ ability to detect the 
syllables in lyrics of short-duration segments of four songs with and without the system. 

2 Vibes: Vibrotactile Engagement for Songs 

VIBES is a singing support tool that provides vibration to indicate syllables to follow 
the lyric synchronization for D/HoH singers. It can play back an existing song music 
prepared in advance, either with sound alone (SO) or with a vibration (V) that indicates 
individual syllables in a song sound and as vibration. 

This system was developed as an iOS Swift application using Xcode with two 
libraries of AVFoundation and CoreHaptics and installed on the iPhone 13. VIBES 
presents vibrotactile stimuli of syllables for a song that matches the vocal timing of the 
music. The system also displays lyrics to provide a visual confirmation of the lyric/music 
timing so that the correct vocal timing can be learned with this system. Figure 1 shows 
the two screens. Left side of Fig. 1 shows the initial screen display with the titles of the 
four songs, the singer’s name, and the lyrics of segments used in the experiment. By 
selecting a piece of music, a second screen (see right side of Fig. 1) allows the user to 
start a song. Currently, VIBES is available on TestFlight as an internal test version. We 
used the frequency and amplitude of the vibration by iPhone as the default value. The 
frequency is between 100 to 130 Hz, while the amplitude is unknown. 

3 Methodology 

3.1 Participants 

Ten D/HoH undergraduate students (four female, six male), aged 20–24, interested in 
music and singing, were invited to participate in a user study. The communication meth-
ods used by participants were Japanese sign language and/or speech. Hearing levels 
ranged from 51 dB Hearing Loss (HL) to 105 dBHL. Eight participants used hearing 
aids in both ears, a participant used a cochlear implant in one year, and the other was a 
bimodal user (who used a cochlear implant and a hearing aid).
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Fig. 1. The initial screen and screen after song selection of VIBES. 

Table 1. Songs used in VIBES. 

Sora to Kimi no 
Aida ni 

Zennryoku 
Shonen 

Yoru ni Kakeru Flamingo 

Voice type Female Male Female Male 

Instrument Piano, drums, 
guitar, bass guitar 
(vocals in 
foreground) 

Piano, drums, 
guitar, buss 
guitar (vocals in 
foreground) 

Piano, drums, 
guitar, bass guitar 
(vocals in 
foreground) 

Piano, drums, 
guitar, bass guitar 
(vocals in 
background) 

Tempo 107 132 130 114 

Playback time[s] 128.0 102.0 103.0 66.0 

Fig. 2. The flow of the study. 

3.2 Stimuli 

The four Japanese songs were selected from the COSIAN collection [5] (Sora to Kimi  
no Aida ni, Zennryoku Shonen, Yoru ni Kakeru, and Flamingo). These selections were 
based on two male and two female singers, one after 2015 and one before for each
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gender. In all cases, the lyrics are in Japanese only. Each song was downloaded from 
YouTube (WAV format, sampling frequency of 44,100 Hz). Table 1 shows the length of 
each segment, the instrument and voice types, and the tempo. 

4 Procedure 

Participants were asked to complete a pre-study question to gather demographic infor-
mation such as age and gender, hearing loss, and experience with singing. Following 
university ethics approval, participants were invited to tap when they noticed the sylla-
ble in the song segments. The tapping detection program, Presentation™ by Neurobe-
havioral Systems, recorded when participants tapped their finger on Surface Pro 7 in 
milliseconds. It has a resolution of 0.1 ms. This was a within-subjects study, so each 
participant tapped syllables for all song segments. 

After consent, participants were placed in an anechoic room and introduced to 
VIBES. They were then presented with the sound-only (SO) segment, tapped with sound, 
were presented with sound and vibration (V), and then tapped with sound (Fig. 2). This 
procedure was repeated for all four songs. The order of presenting music was randomized. 

After completing both conditions for each song, participants were asked to respond 
to three 5-point Likert-style questions about whether it was easy to hear, could grasp 
the rhythm, and could determine different parts of the song, such as the introduction 
and the chorus as well as provide their opinion of the VIBES system. The 5-point scale 
ranged from strongly disagree (1) to agree strongly (5). We also asked whether they were 
familiar with the song or had sung it. They were also encouraged to comment on their 
experience, which was recorded and transcribed. The study took approximately 90 min 
to complete. Participants received an honorarium of approximately 10 USD. 

For each piece of music, the original sound-based lyric timing data for each song 
was compared to the tapping timing, which included response time. Statistical analyses 
using SPSS version 29 were based on the time difference between when the participant 
tapped on the tablet and the actual syllable onset time. The p-value was set to 0.05 for all 
tests. If a participant tapped 100 ms before the actual syllable onset (undershoot error) 
or 100 ms after syllable onset (overshoot error), the tap was considered missed, which 
was not included in the data. However, these missed taps could be regarded as errors for 
later analysis. 

5 Results 

5.1 Differences in Lyric Detection Accuracy Between with and Without Vibration 

A Shapiro-Wilk test was carried out for the different data for each song and found to be 
non-normally distributed (p < 0.05). Henceforth, non-parametric analyses were used. 
A Wilcoxon signed rank test showed that there was a significant difference between SO 
and V conditions for three songs, Sora to Kimi no Aida ni (W = 24422.50, z =−2.90, p 
< 0.05), Zenryoku Shonen (W = 14702.50, z = −2.30, p < 0.05), and Yoru ni Kakeru 
(W = 51281.50, z =−3.52, p < 0.05). There was no significant difference between the 
two conditions for Flamingo. Table 2 and Fig. 3 show each condition and song’s means 
and standard deviations.
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Table 2. Means and standard deviation for each song in each study condition, sound only (SO) 
and vibration (V). 

Song title Mean (SD) – SO (msec) Mean (SD) – V (msec) 

Sora to Kimi no Aida ni 845 (1918) 1491 (3652) 

Zenryoku Shonen 376 (220) 342 (290) 

Yoru ni Kakeru 622 (1341) 703 (1331) 

Flamingo 425 (389) 578 (885) 

Fig. 3. Mean and standard deviation for each song title and condition (sound only (SO) and sound 
and vibration (V)). 

Friedman’s repeated measures test was used to determine whether there were differ-
ences in performance between the songs. There was no significant difference between 
songs for the sound only condition and songs for the vibration condition. Table 2 shows 
each song’s means and standard deviations in the SO condition. 

5.2 Subjective Evaluation of the Stimuli 

Participants’ subjective evaluation in Likert style after the tapping procedures is shown 
in Table 3 and Fig. 4. Table 3 shows the median and interquartile values of the answers 
to the questions, and Fig. 4 shows the box plot. More than two participants mentioned 
that VIBES can tell double consonant and prolonged sounds. These are included in the 
next version of VIBES.
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Table 3. Median and interquartile of the answers for each song. 

Song title Question Median IQR 

Sora to Kimi no Aida ni Listening was easy 3.00 2.75 

Understood the rhythm at the introduction 2.00 2.00 

Understood the rhythm 4.00 2.00 

Zenryoku Shonen Listening was easy 4.00 1.00 

Understood the rhythm at the introduction 4.00 2.00 

Understood the rhythm 4.00 3.00 

Yoru ni Kakeru Listening was easy 5.00 0.00 

Understood the rhythm at the introduction 5.00 0.75 

Understood the rhythm 5.00 1.00 

Flamingo Listening was easy 5.00 0.75 

Understood the rhythm at the introduction 4.00 1.00 

Understood the rhythm 4.50 1.00 

Fig. 4. Distribution of the answers to the three questions 

6 Discussion 

The mean and standard deviation between SO and V conditions for two songs with 
significant differences, Sora to Kimi no Aida ni and Yoru ni Kakeru, were unexpected, 
where the mean was lower for the SO condition, meaning that the tapping time was 
closer to that of the original timing. Participants were faster at recognizing the onset of 
the lyric syllables by just hearing it than when the vibrotactile stimuli and sound were 
present (V) condition.
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In addition, for one song, Sora to Kimi no Aida ni, the standard deviation for the SO 
condition was also considerably smaller than the V condition. This could indicate that 
vibrotactile and audio/visual stimuli for lyrics delayed the participant’s recognition of 
the lyric onset. Eight of the ten subjects had never heard or sung this song. Even though 
the vocal was in the foreground of this song, many subjects missed the syllables when 
moving from the introduction to the melody. For first-time listeners, the SO condition 
may have led to tapping while searching for the rhythm. Therefore, even if they had 
missed a syllable, they could respond flexibly in the middle of the tapping. However, in 
the V condition, after the subjects had grasped the correct rhythm without vibration, if 
they could not perceive the initial timing with vibration because they had grasped the 
rhythm, they may have lost it for a specific section of time afterward. 

Yoru ni Kakeru is widely known among young people. Nine participants reported that 
they had heard it before the experiment. Because of the song’s familiarity, participants felt 
the song was easy to listen to and grasp the timings (Fig. 4). Conversely, the V condition 
generated worse results than the SO condition in tapping. This could be explained by 
the timing they had previously acquired taking precedence, causing them to become 
confused and to perform tapping with the vibration. 

For the Zennryoku Shonen, the tapping after the V condition was significantly smaller 
than that for the SO. Five out of ten participants found this piece challenging to listen to. 
A characteristic of this song is some prolonged sounds where the vocal continues long 
between a syllable and the next syllable, making it difficult for participants to detect the 
next syllable in the SO condition. Even if the participants could understand the rhythm 
so far, once they lost the rhythm, the rhythm in the consecutive part was lost. On the 
other hand, the subjects could detect the syllable after the long one in the V condition. 
This made participants perform tapping in the V condition more accurately than in the 
SO condition. 

Flamingo has more distinct instrumental sounds that present beats, such as drums 
and bass. Therefore, the simultaneous presentation of vibrations by VIBES and natural 
vibrations by the sound source playback may have affected the perception of accurate 
timing. 

We also care about the frequency range of music and human perception in detecting 
signals by vibrotactile, visual, and audio stimuli. These differences may have resulted 
in delays in processing the stimuli and the resultant tap in response, assuming that 
motor reaction time to produce the tap physically is similar for each participant in both 
conditions. Some music has a more robust low frequency from the vibrotactile stimuli, 
and the frequency range of most music is in the middle octave (C4 to C5). Therefore, 
the frequency value of VIBES is essential for participants to be clear of VIBES stimuli 
and vibration from low-frequency instrument sound. 

When we observed participants during the experiment, they often needed to catch 
up on the timing of the first word of the lyrics in the SO. When the timings of the actual 
syllables and the beat onset were minor, the participant possibly tapped along the beat, 
ignoring the correct timing of the syllables. 

In the tapping after the V condition, there was no significant difference in perfor-
mance between songs. Interviews with the participants revealed that they responded 
to the difficulties in hearing by listening to the music repeatedly or by increasing the
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volume. Therefore, tapping after using VIBES in the V did not take advantage of the 
precise timing presented. 

6.1 Limitation 

There were several limitations in this early research, including a need for counter-
balanced condition presentations and a small number of participants, resulting in a 
within-subjects design. In addition, participants only had limited exposure to VIBES 
in that there were only short training sessions followed by short durations of song seg-
ments. Additional practice time may assist participants in detecting syllables over longer 
duration song segments. 

6.2 Future Works 

The eventual goal of the VIBES system is to assist people in singing songs, such as 
in Karaoke settings. The current experiment asked participants to tap word onset and 
not sing. Once the VIBES system has been re-developed to account for the comments 
and issues, the next step would involve many more songs in VIBES by automatically 
obtaining the correct onset timing from those songs. 
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Abstract. This paper addresses the issue in live events, especially in 
sports viewing, where individuals who are deaf, hard of hearing (DHH), 
blind, or have low vision (BLV) struggle to access sufficient information. 
Traditionally, information accessibility has relied on specific profession-
als or volunteers, which is often inadequate. To tackle this challenge, we 
propose a mechanism that facilitates information sharing for all individ-
uals, regardless of their abilities. We have developed an inclusive web 
application tailored to address these needs. This application is beneficial 
not only for DHH and BLV individuals but also for all audiences. Addi-
tionally, the system’s applicability extends to other domains, such as 
museum visits. This paper details the newly developed web application 
and presents the outcomes of pilot studies conducted in sports viewing 
and museum settings with DHH and BLV participants. The results of 
these experiments are analyzed to assess the system’s effectiveness and 
to identify future improvement areas. 

Keywords: Information accessibility Information support Web 
application · Deaf and hard of hearing

· 
 Blind and low vision

· 
·  

1 Introduction 

In live events, particularly during sports viewings, essential information such as 
game status and in-venue guidance is primarily conveyed through audio. Surveys 
focusing on support for individuals who are deaf or hard of hearing (DHH) [ 5] 
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have shown that the inability to hear announcements and understand detailed 
game situations significantly detracts from their experience, leading to consider-
able inconvenience and dissatisfaction. Similarly, for individuals who are blind or 
have low vision (BLV), the lack of adequate visual information or suitable alter-
natives can significantly diminish the enjoyment of watching sports, presenting 
a considerable challenge. Thus, providing accessible information by profession-
als or volunteers is crucial for DHH and BLV individuals to fully appreciate 
and enjoy sports events, ensuring they can experience the complete joy of the 
spectacle. 

Due to cost and human resource limitations, providing specialized staff for 
information support at small-scale sports events in Japan is challenging. Con-
verting Japanese speech to text is more complex than English, as it includes 
kanji, hiragana, and katakana and has many homophones, which leads to lower 
accuracy in Japanese speech recognition and a reliance on manual typing, which 
is slower due to the need for kanji and kana conversion. Collaborative input [ 10], 
where multiple staff share typing duties, is used but incurs labor costs. Correct-
ing speech recognition errors also requires multiple staff. While specialized radio 
terminals with detailed live commentary are available for BLV spectators, such 
services are limited to specific matches. 

Therefore, we propose a mechanism where individuals disseminate and share 
information regardless of their abilities, providing mutual information support. 
Specifically, we have developed a real-time timeline posting and viewing sys-
tem as an accessible web application that allows spectators to share data com-
posed of photos, texts, audio, and videos during sports events. By utilizing a 
sports viewing timeline aggregated from the data posted by spectators, includ-
ing the situation of the match and other information, we address the challenges 
of providing information support to DHH and BLV individuals. Furthermore, 
the applicability of this system extends to other areas, such as museum visits. 
This paper details the newly developed web application and presents the results 
of pilot studies conducted with DHH and BLV participants during sports view-
ings and museum visits. We analyze the results of these experiments to evaluate 
the system’s effectiveness and identify areas for future improvement. 

2 State of the Art 

The web application we developed introduces a system that enhances informa-
tion sharing for everyone, including DHH and BLV individuals. Specifically, it 
enables various individuals to contribute information leveraging their strengths 
without requiring specialized skills, thereby facilitating a synergistic exchange of 
information. We describe this inclusive and collaborative approach to informa-
tion sharing, adaptable to all abilities, as ‘Information Accessibility 2.0’. Essen-
tially, this application is not only advantageous for DHH or BLV individuals but 
is universally beneficial. 

Previous studies have proposed non-expert speech-to-text interpretation 
methods for DHH, such as automatic speech recognition [ 2], crowdsourcing
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for speech-to-text/sign-language-to-text interpretation [ 3, 6], and sign language 
video-to-text conversion using crowdsourcing [ 7]. Information support for DHH 
using crowdsourcing at sports games has also been proposed; prototypes of sports 
spectator-specific systems for DHH have been evaluated [ 9]. However, features 
and accessibility considerations that facilitate ease of use for everyone are limited, 
and BLV individuals have not been thoroughly evaluated. Despite some propos-
als for information support for DHH at sports games, such as display systems 
using Japanese sign language animation synthesis [ 8], the practices and propos-
als in this area still need improvement. The importance of captions in sports 
broadcasting was discussed in [ 1]. However, issues such as delays in captions and 
instances where captions obscured essential information were also raised. 

Therefore, we aim to develop an inclusive web application to meet these 
requirements. Our developed application partially conforms to the Web Content 
Accessibility Guidelines (WCAG) 2.1, targeting at least Level AA [ 11]. This 
partial compliance is because we cannot control the content users post. However, 
to enhance the accessibility of these posts, we have introduced methods such as 
the automatic generation of alternative content using artificial intelligence (AI), 
i.e., speech recognition or object recognition, and allowing users other than the 
poster to input additional information as alternative content. 

3 System Overview 

Our application provides functionalities such as ‘tags’ and ‘filters’, enabling users 
to access only the information they need selectively and in real-time. This feature 
dramatically simplifies the process for users with BLV to access vital information, 
such as scores or player substitutions. Additionally, when used in museums, set-
ting tags based on location or theme allows for easily sharing desired information. 
The system is designed with flexibility and user-friendliness; full functionality is 
available for users who create an account, while those without an account can 
still post limited content through a browser. This approach accommodates a 
wide range of information literacy levels. 

To use the developed web application, users access the server through a web 
browser on their smartphone or PC and send/receive timeline data. Commu-
nication is facilitated using HTTP and WebSocket protocols. Posts are push-
delivered to all users in the same room, and the web browser instantly displays 
the received posts in a timeline format. Importantly, unlike platforms such as 
“X”, reloading is unnecessary to see the latest updates. A snapshot of the screen 
displayed on the user’s web browser is shown in Fig. 1. 

Figure 1a depicts the main window. The timeline panel on the left side of 
the screen displays all posts. Although the original posts are in Japanese, they 
are automatically translated into English for users who are English speakers. 
In addition to regular posts with usernames, there are ‘flowing’ posts (in this 
example, corresponding to “It’s very cold in the venue”). These are messages 
whose sender cannot be identified, promoting casual posts equivalent to cheers in 
the venue. On the right, the ‘Commentary’ panel uses a filter function to display



158 Y. Shiraishi et al.

only posts tagged with ‘commentary’. It is also possible to display multiple 
filter panels simultaneously. Additionally, features such as notifications through 
sound for posts of pre-specified types, voice reading capabilities, and the ability 
to share posts on “X” are also available. Furthermore, various shortcuts are 
provided, enabling operation solely through keyboard commands. Authorized 
users can remove inappropriate posts or ban users who breach posting guidelines. 
Defining specific words that prevent posting is also possible, further bolstering 
the platform’s moderation tools. 

Figure 1b displays the posting panel, where users can select any tag when 
making a post. Furthermore, users can add or remove tags after a post has been 
made. The panel also supports the posting of images, videos, and audio. If specific 
tags—‘image analysis’ and ‘audio analysis’—are applied to these media posts, 
an AI automatically analyzes the content and appends additional information 
in text form. Figure 1c shows the floor list. As part of the system configuration, 
multiple ‘rooms’, as shown in Fig. 1d, exist within a ‘floor’. Floors are categorized 
into three types: those that are visible to all, those that are visible only to those 
who know the URL of the floor (hidden floors), and those that are accessible only 
to invited members (members only). The same applies to rooms. In addition, 
floor members can freely create rooms and invite members to members-only 
rooms. Opening a room displays the main window, as in Fig. 1a. It is anticipated 
that a dedicated floor will be created for each event, and a dedicated room will 
be created for each match. 

4 Experiment Design 

To evaluate the fundamental effectiveness of the developed system, we conducted 
demonstration experiments during sports viewing and museum visits. These 
experiments were carried out with the approval of the research ethics review 
at the authors’ affiliated institution. 

4.1 Sports Viewing Experiment 

DHH participants watched handball games while engaging with others by 
answering questions. On January 14, 2024, an initial analysis was conducted 
with three DHH university students aged 19–20 using the System Usability Scale 
(SUS) after two hours of system use. The DHH participants, who had limited 
experience with sports viewing—two of whom rarely attend sports events and 
one who attends about 1–2 times a year—spent two hours together. They have 
an average hearing loss between 95–110 dB in both ears. 

For the foundational experiment with BLV individuals, an online environ-
ment simulating sports viewing was constructed using Zoom and YouTube live 
streaming on October 27, 2021. In this experiment, four pairs of BLV partici-
pants and one pair of DHH participants watched live-streamed videos of visually 
impaired bowling from the 17th All Japan Blind Bowling Championship. Each 
pair was assigned to a breakout room and participated in two sessions, one
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Fig. 1. Snapshot of the Developed Web Application
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with and one without the developed web application, to share information while 
watching the videos. 

4.2 Museum Visit Experiment 

Six DHH university students aged 19–22 participated alongside five actively 
engaged hearing experiment collaborators on November 29, 2023. The DHH par-
ticipants spent two hours together with an average hearing loss between 80–105 
dB in both ears. Five visited the museum for the first time, while one had visited 
3–4 times. 

5 Results and Discussion 

The sports viewing and museum visit experiments provide valuable insights 
into the effectiveness of the developed web application in enhancing informa-
tion accessibility for DHH and BLV individuals. 

5.1 Sports Viewing Experiment 

The DHH participants achieved an average SUS score of 73.3 (standard deviation 
of 7.2), rated as ‘Good’ [ 4]. The aspects that negatively impacted the score were 
the ‘need for technical support’ and perceived ‘system inconsistencies’, averaging 
5.8 out of 10. Regarding the overall sports viewing visit experience facilitated 
by the system, two participants awarded it the maximum score of 5, and one 
gave a 4 on a 5-point Likert scale. When asked about their agreement with the 
research project’s efforts, responses were favorable, with one participant giving 
a 5 and two giving 4 s. While the SUS score indicates the system’s potential, 
further refinements are necessary to improve usability and user experience. 

The foundational experiment for BLV individuals demonstrated the web 
application’s potential to support information accessibility in sports viewing sce-
narios, with more participants reporting obtaining useful information when using 
the developed system. However, the negative results regarding participants’ abil-
ity to provide information themselves suggest the need for improvements and 
user training to encourage active participation. Future research should explore 
ways to facilitate and encourage active participation from BLV individuals, such 
as providing accessible input methods and offering user training sessions. 

5.2 Museum Visit Experiment 

The DHH participants evaluated the system based on SUS, resulting in an aver-
age score of 55.0 (standard deviation of 14.1), regarded as ‘Poor’ [ 4]. The main 
factors for the low evaluation were “easy to use” and “most people would learn 
to use this system very quickly” (both average scores of 3.8 out of 10). When 
asked if the overall museum visit experience using the developed system was 
positive, five out of six participants rated it the highest score of 5 on a 5-point
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Likert scale, with one participant giving a 4, indicating overall satisfaction with 
the system. All six participants strongly agreed with the efforts of this research 
project, giving the highest score of 5. The lower SUS score suggests that initially 
designed for sports viewing, the system requires optimization for museum set-
tings. The manual switching of tags based on viewing location contributed to 
the lower usability scores, indicating that exploring automatic tagging methods 
could enhance the system’s usability in museum contexts. 

These results suggest that the developed web application is a promising tool 
for enhancing information accessibility for DHH and BLV individuals in both 
sports viewing and museum visit contexts. However, the system requires fur-
ther improvements and context-specific optimizations to fully realize its poten-
tial. Future research should focus on addressing the identified usability issues, 
exploring automatic tagging methods, and conducting larger-scale experiments 
to validate the system’s effectiveness in various settings. 

6 Conclusion and Future Works 

This paper presents a novel web application to enhance information accessibil-
ity for DHH and BLV individuals in live events such as sports viewings and 
museum visits. The results of the sports viewing and museum visit experiments 
demonstrate the potential of the developed system in enhancing information 
accessibility for DHH and BLV individuals. However, the experiments also iden-
tified areas for improvement, such as the need for technical support, system 
inconsistencies, and usability issues in the museum setting. 

Future work will prioritize incorporating feedback from DHH and BLV indi-
viduals to drive the system’s improvement. We will conduct user studies and 
workshops with DHH and BLV participants to gather insights into their specific 
needs, preferences, and challenges. This valuable feedback will be used to refine 
the system’s design, features, and user interface, ensuring that it effectively meets 
the needs of its target users. 

In addition to user feedback, we will explore integrating automatic tag-
ging methods, such as indoor positioning technologies and augmented reality, 
to enhance the system’s usability and adaptability to different contexts. We will 
also conduct larger-scale experiments with diverse participant groups and set-
tings to validate the system’s effectiveness and generalizability. 

By continuously improving and adapting the web application based on feed-
back from DHH and BLV individuals, we aim to contribute to developing inclu-
sive technologies that empower individuals with diverse abilities to participate 
fully in live events and enhance their overall experience. 
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Abstract. A new type of daisy books, “Fixed-layout DAISY” is pro-
posed, in which the whole page is treated as a multi-layer picture, the 
second layer of which has the same form as the original print document. A 
DAISY (EPUB3) player can read out any texts on the transparent front 
layer together with highlighting them. By making use of Fixed-layout 
DAISY, “ChattyBox” is developed, which provides dyslexic people with 
various innovative online accessibility services such as automatically con-
verting PDF into Fixed-layout DAISY, playing DAISY books back with 
a popular browser, etc. 

Keywords: Online service · Print disability · Fixed-layout DAISY 

1 Introduction 

As is well known, DAISY (Digital Accessible Information System) is interna-
tional standards of accessible e-books [ 1]. Roughly speaking, there are three 
different types in DAISY: audio-based, text-based and multimedia types. In Mul-
timedia DAISY, not only text information but also audio files of aloud reading 
are embedded as media overlay. A DAISY player can play back the audio files 
with highlighting phrases. In Japan, dyslexic people especially have difficulties 
in reading Kanji (Chinese characters; how to pronounce them depends on con-
text). In Multimedia DAISY, you can assign correct pronunciations in advance, 
and it is recognized as the most appropriate format to help dyslexic people with 
reading Japanese texts. 

Accessible EPUB3 has almost same accessibility features as Multimedia 
DAISY. In addition, to make Multimedia DAISY/accessible EPUB3 con-
tents more useful, we have developed a Windows application named “Chat-
tyBooks” that can convert Multimedia DAISY/accessible EPUB3 into audio-
embedded HTML5 with JavaScript (“ChattyBook”) [ 2, 3]. Popular browsers such 
cO The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
K. Miesenberger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 167–174, 2024. 
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as Microsoft Edge, Google Chrome, Safari can play back ChattyBook contents 
which has the almost same functionality and operability of high-quality as the 
original Multimedia DAISY/accessible EPUB3. A special DAISY/EPUB3 player 
is no longer needed to play back. Multimedia DAISY, accessible EPUB3 and 
ChattyBook have almost same accessibility features, and here, we refer to e-
books in those formats all together as “daisy books” (non-capital). 

In Japan, “The Japanese Society for Rehabilitation of Persons with Dis-
abilities (JSRPD)” [ 4] has been providing print-disabled students with daisy 
textbooks since 2008. It now organizes 23 volunteer groups/organizations and 
produces around 300 titles of daisy textbooks for elementary and junior-high 
school (the ages of compulsory attendance at school in Japan). Now, around 
20,000 print-disabled students (mostly ones with developmental reading disor-
der, namely, dyslexia) use those textbooks. Unfortunately, however, it is still hard 
for many other dyslexic people in Japan to obtain daisy books. For instance, con-
cerning senior-high school and higher education, no official organizations includ-
ing JSRPD do not provide the dyslexic students with daisy textbooks, and many 
students who do need accessible textbooks due to the severe dyslexia decide to 
give up the idea of going to senior-high school or college. 

As will be discussed later, in all over the world, various online services 
are operated for print-disabled people to get accessible books. They have been 
greatly contributed to improve print accessibility. Unfortunately, however, many 
of them do not necessarily meet some proper demands of dyslexic people. To give 
a practical/effective solution to this problem, we are developing “Chatty Library” 
[ 5] under the Nippon Foundation’s grant [ 6] that is contributed to welfare-aimed 
innovative projects. It is aimed at providing dyslexic people with not only daisy 
books themselves but also a variety of other services to meet their demands. 
“ChattyBox” is a main function in Chatty Library [ 7]. In it, a user can play 
back a daisy book in Library with a popular browser. No special application is 
necessary to read it. By making use of our OCR (optical character recognition) 
technology, we provide them with an innovative service to convert their-uploaded 
PDF files into daisy books including a new type of daisy books, “Fixed-layout 
DAISY.” Fixed-layout DAISY is designed so as to meet particular demands of 
dyslexic people; for instance, it can be produced almost automatically from orig-
inal PDF. 

Here, at first, we review briefly the situation of state-of-the-art online services 
to provide print-disabled people with accessible books. Next, some problems in 
those services are discussed, and to meet some demands by dyslexic people, 
our new approach: Fixed-layout DAISY and ChattyBox are introduced. Finally, 
some preliminary evaluations are shown. 

2 Accessible Books for Dyslexic People 

There are many online libraries for print-disabled people in all over the world. 
For instance, in USA, BookShare is well known as an online service to pro-
vide print-disabled people with accessible books. Print-disabled students can
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read various types of accessible books, more-than-1,200,000 titles, in the pos-
session of BookShare free of charge [ 8]. Similar libraries are also operated in 
many other countries. Recently, reading environment for print-disabled people 
is definitely/remarkably improved. 

In Japan, the Japan Braille Library runs such a library named “SAPIE” [ 9] 
that provides print-disabled people with more-than-250,000 Braille books and 
120,000 DAISY books, most of which are audio-based DAISY (DAISY2.02). 
It organizes about 480 organizations such as public libraries, schools for the 
blind, etc., and over-80,000 print-disabled people use this service. Unfortunately, 
however, daisy books (multimedia type) are not substantial; they possess just 
around 500 titles, and dyslexic people unnecessarily use this library. While the 
population of dyslexic people is enormous compared to the visually disabled, 
there exists serious disparity in available accessible-book titles for each. 

As was pointed out, as far as the dyslexic people are concerned, Multimedia 
DAISY (daisy books) is definitely the best solution as accessible books. How-
ever, we have to say that it has certain problems. As is well known, DAISY 
was originally designed for visually disabled people, and subsequently, dyslexic 
people have become to use. Thus, DAISY is designed so that various types of 
print-disabled people can read the same contents. For instance, most popular 
DAISY/EPUB3 players in the world do not have a function to read out text in a 
picture. Instead, they would read out an alternative text for the picture if it were 
available. We have to point out that the picture representation would be rather 
better for dyslexic people. They can see, and the picture representation should 
be easier for them to understand if texts in the pictures were read out. They 
should prefer that to the alternative text. In addition, some other features of 
Multimedia DAISY such as reflow, automatic aloud-reading by a DAISY player 
are not absolutely necessary requirements for the dyslexic people. 

3 Fixed-Layout DAISY 

To meet their demand, we have introduced a layer structure in daisy books. A 
picture is represented in multiple layers, the second layer of which is an image 
that appears in the completely same layout as the original print document. On 
the transparent front layer, text-related information such as characters (code), 
their coordinate on the page and bounding boxes (a rectangular area being 
circumscribed on a phrase as a highlighting unit), etc. is stored, and by making 
use of it, a DAISY (EPUB3) player could read out texts in the picture with a TTS 
(text-to-speech) voice together with highlighting those phrases. This multi-layer 
EPUB3 (DAISY) is authenticated by an EPUB3 validator [ 10], and it should 
be regarded as a kind of accessible EPUB3. Actually, some EPUB3 (DAISY) 
players in Japan can read out texts in a multi-layer picture. JSRPD has already 
adopted this type of daisy textbooks and provided print-disabled students. 

The layer structure allows us to develop a new type of accessible e-books 
named “Fixed-layout DAISY” [ 11]. In it, the whole page is treated as a multi-
layer picture, the second layer of which has the same form as the original print
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document (the page image). A DAISY (EPUB3) player can read out any texts 
on the transparent front layer together with highlighting phrases as same as a 
multi-layer picture put locally on a page (See Fig. 1). 

Fig. 1. Sample of Fixed-Layout DAISY: Wang, et al., “Airborne transmission of respi-
ratory viruses,” Science, 373 (2021) p. 981. 

A main difference of Fixed-layout DAISY from ordinary DAISY is that it 
does not have the reflow function. The page layout is always kept as same as 
the original. It does not have information either in which order texts on the 
page should be read out. These features look disadvantage for print-disabled 
students to read the content. However, it should be pointed out that Fixed-
layout DAISY has a certain advantage. It can be produced at extremely less 
cost than the reflow-type DAISY. Producing reflow-type DAISY requires you a 
lot of authoring process so that a DAISY player can read it out properly. As will 
be discussed later, Fixed-layout DAISY can be produced almost automatically 
from original PDF. 

In Fixed-layout DAISY, its content cannot be read out automatically by a 
player. You need to click a position on a page where you want to start reading; 
then, the text is read out up to the end of the text block. Certainly, this mech-
anism may not work for visually disabled people; however, dyslexic people can 
see and click a place where they want to read. Fixed-layout DAISY should work 
for dyslexic people, we believe. 

Fixed-layout DAISY should be more appropriate for an exam paper, in which 
keeping the original layout and enabling random access are usually more impor-
tant than a textbook. Furthermore, it should be easier to introduce as reasonable 
accommodation for exams since Fixed-layout DAISY is clearly identical with the 
original PDF. In addition, it would rather be appropriate to produce the accessi-
ble version of a book other than textbooks/exam papers such as comics, picture 
books, (Pictorial) maps, etc.
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Fig. 2. Chatty Library top page. 

4 ChattyBox 

Fixed-layout DAISY allows us to develop innovative online services to pro-
vide dyslexic people easily with accessible books. As was mentioned, in Chatty 
Library (See Fig. 2), we realize several accessibility services as the functions of 
ChattyBox [ 7]. 

4.1 OS-Independent Daisy-Book Player 

On ChattyBox, you can play back a daisy book with a popular browser. Using 
a Progressive Web Application (PWA), you can also store a daisy book in cache 
on your own computer/smart phone to play it back offline. You can upload your 
own daisy books onto ChattyBox to play them back directly on the web site. It 
can be used as an OS-independent DAISY player without installing any special 
(player) application. 

By clicking the Upload button on ChattyBox, the dialog for uploading a 
daisy book appears. By clicking the leftmost “Play Back DAISY, ” selecting the 
daisy book in the Upload Box (or drag-and-dropping it on the box and clicking 
the Convert button, the file is uploaded and converted into ChattyBook format. 
After completing those steps, the daisy book (ChattyBook contents) is stored in 
MyBox, and you can play it back with your browser. 

4.2 Conversion of PDF/Text into DAISY 

ChattyBox allows you not only to play back a daisy book but also to read your 
PDF/text file by converting it into a daisy book with audio, which can be played 
back online. You can also play back text information on the Windows Clipboard 
as a daisy book with audio as well as a text file.
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Fig. 3. Conversion Service dialog in ChattyBox. 

By clicking the Upload button on ChattyBox and selecting the “Conversion 
Service,” a dialog for conversion appears (See Fig. 3); you need to select either 
PDF, Text or Clipboard. In each choice, next, the detailed-setting menu for them 
appears, and you need to set the menu items for conversion. For instance, items 
in the pop-up menu for PDF conversion are as follows: 

– Target page range (a number of pages that can be processed in one go is 
limited up to 10), 

– Voice type (male or female; Japanese or English), 
– Daisy type (reflow or fixed-layout), 
– Read out characters in a figure or not, etc. 

After saving the detailed settings, you can upload PDF in a similar way to the 
previous. Then, original file is automatically processed with our OCR software, 
“InftyReader,” and a book icon appears on the ChattyBox window as the result. 
By clicking the Read button, the content is read out with your browser. 

InftyReader is our OCR software for STEM (science, technology, engineering 
and mathematics) document [ 3, 12]. It can recognize not only a text part but 
also a technical part such as mathematical formulas. All technical parts are 
automatically converted into accessible form. Mathematical formulas, tables, 
texts in a figure can be read out as well as text parts with the selected TTS 
voice. The current version of InftyReader uses “Google Cloud Vision API” [ 13] 
as an OCR engine that realizes very accurate recognition/conversion for not only 
text but also technical parts in a STEM document. Figure 4 shows the system 
flow in PDF conversion. 

If Fixed-layout DAISY were chosen as the destination format, the conversion 
result usually would be almost perfect. In the case that some errors should be 
corrected, you can use two applications that can be downloaded from Chatty-
Box: “ChattyPad” and “LIF Editor”. ChattyPad allows you to correct recogni-
tion errors in both text and mathematical parts. ChattyPad is the lite version 
of our STEM-document editor, “ChattyInfty” [ 12], in which you can edit any 
mathematical expressions as well as texts in an intuitive manner. If ChattyInfty 
were available, certainly, you could edit the conversion result with it. Chatty-
Pad/ChattyInfty also allows you to edit contents so that any part of a page is
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Fig. 4. System flow chart in PDF conversion. 

read out in a correct manner with highlighting, by setting a bounding box on 
the page image and assigning a text to it. 

InftyReader performs layout analysis to apply appropriate OCR engines to 
each block in a page, and the result is recorded as a JSON (JavaScript Object 
Notation) file. The blocks are classified into three categories: Text (including 
mathematical expressions), Table and Figure. For instance, if a text part were 
mis-labeled as Figure, it should give rise to serious recognition errors. Using 
LIF (layout information file) editor, you can fix errors in layout analysis. By 
executing the “Operation”-menu item, you can download the file for correction 
and can correct errors with these applications. By uploading the corrected file, 
the conversion result on ChattyBox will be revised as well. 

As was mentioned, files in other formats besides PDF such as text files and 
contents on the Windows Clipboard also can be converted into (reflow-type) 
daisy books. Certainly, text files can be read out with a screen reader, but you 
cannot customize reading environment as in daisy books such as highlighting 
phrases, giving correct pronunciations etc. 

5 Preliminary Evaluation 

At some meetings in Japan, we have recently introduced Fixed-layout DAISY 
and ChattyBox. At a webinar on 26 February 2023, more-than-200 people (teach-
ers, volunteer-group members, parents and publishers who are associated with 
education for dyslexic students) participated, and we listened to their opinions. 
We realized that majority of them gave it strong support. Someone said that 
Fixed-layout DAISY should be very useful for students with slight dyslexia who 
were in a transition process to a reader of ordinary print books. 

At another webinar on 20 -21 January 2024 for about 20 persons who wanted 
to be a PC instructor for dyslexic students, we realized that by using ChattyBox,
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even a computer beginner became able to produce promptly a good daisy book 
from PDF. We also plan to hold several workshops/seminars/webinars on Fixed-
layout DAISY and ChattyBox until the end of this year. Some results obtained 
in them will be reported in the ICCHP2024 conference. 

6 Future Tasks 

One of our remaining important tasks is to develop a method to infer correct 
reading order. We have been repeating one trial and error after another to find a 
good mechanism to give a correct order to text blocks in a page image; however, 
unfortunately, not yet. If we found it, truly automatic conversion of PDF into 
ordinary (reflow type) daisy books would be available on ChattyBox as well. We 
intend to improve ChattyBox so that a Markdown file and text-based EPUB3 
also can be converted into (audio-embedded) daisy books. 

Acknowledgement. We greatly appreciate support by the Nippon Foundation to 
achieve this project. 
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Abstract. MathML has been successful in improving the accessibility 
of mathematical notation on the web. All major screen readers support 
MathML to generate speech, allow navigation of the math, and generate 
braille. A troublesome area remains: handling ambiguous notations such 
as |x|. While it is possible to speak this syntactically, anecdotal evidence 
indicates most people prefer semantic speech such as “absolute value of 
x” or “determinant of x” instead of “vertical bar x vertical bar” when first 
hearing an expression. Several heuristics to infer semantics have improved 
speech, but ultimately, the author is the one who definitively knows how 
an expression is meant to be spoken. The W3C Math Working Group 
is in the process of allowing authors to convey their intent in MathML 
markup via an intent attribute. This paper describes that work. 

Keywords: Visual Impairment · Assistive Technology · Speech 
STEM

· 
 · Mathematics · Formulas · MathML 

1 Background 

The W3C first recommended MathML as the method for including mathemat-
ical expressions in web documents in 1998. Browser adoption was slow, but by 
early 2023, all the major browsers supported MathML. Support for MathML 
by screen readers came along many years before that milestone. The quality 
of the speech and the number of languages supported (both in speech and in 
braille) varies. Some math-specific Assistive Technology (AT) software 1 such as 
SRE [ 3], MathPlayer [ 13], and MathCAT [ 14] put significant effort into inferring 
1 The focus of this paper is on mathematical expressions. Accessibility of expressions 

involves speech, navigation, and braille. We do not discuss other important accessi-
bility topics such as plots/graphs and diagrams. 
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xT “x to the T” or “x transpose” 

x' “x prime” or “first derivative of x” 

AB “line segment A B” or “complex conjugate of A times B” 

(a, b) “point a comma b”, “open interval from a to b” or “gcd of a and b” 

x|y “x divides y”, “x such that y” or “x given y” 

Fig. 1. Examples of ambiguous notations 

the semantics so that superscripts are not always powers and pairs of vertical 
bars do not always mean absolute value. Some examples of ambiguity are given 
in Fig. 1. 

One way to avoid ambiguity is to speak the expression syntactically. For 
example, |x| can be spoken as “vertical bar x vertical bar” and AB can be 
spoken as “start A B end grouping with line above.” To our knowledge, there 
have not been any studies that compare listener preference for syntactic speech 
vs. semantic speech. It seems likely that semantic speech is preferable because 
syntactic speech is usually not what people are used to hearing and is also often 
longer. Comparing the speech for |x| and AB, syntactic speech requires 9 and 
10 syllables, respectively, versus 6 and 5 syllables for semantic speech. 

The most common approach to generate semantic speech is to infer what the 
author means by looking at the notation and its arguments. For example, to 
distinguish between absolute value and determinant, a single capital letter or a 
square table as the argument between verticals bars (e.g., |M |) would likely be a 
determinant, not an absolute value [ 11]. To varying degrees, AT looks at the argu-
ments to generate speech for expressions like x2 (“x squared”). MathPlayer [ 13] 
goes further than most; it has over 800 patterns to improve speech. About 200 
of these patterns are only active if the user specifies a subject area (this number 
includes chemistry speech rules). For example, if the user chooses the subject 
area “probability & statistics”, then x is read as “mean of x” instead of “x bar”. 
If “calculus” is chosen, × is read as “cross product” rather than “times”. This 
helps resolve ambiguity at the cost of having the user inform MathPlayer about 
the content that is being read. MathPlayer’s use of subject area was a motivating 
factor for the W3C Math Working Group to explore adding “intent”. However, 
it is not rare to see texts that use the same notation for different concepts, e.g. 
(a, b) for both the open-interval and the coordinates of a point. 

Another approach is to use the surrounding textual context to understand 
the math content [ 12]. In 2017, we presented a method that extracts definitions 
for identifiers with an F1 score of 36%. Language models are rapidly improving. 
In 2023, Bansal, et al. [ 1] described a matching learning approach to recognize 
definitions of symbols used in an expression by looking at the immediate sur-
rounding context. For example, their work deduces from “Let F : Rn −→ Rn 

be a C1-vector field” that F is a C1 vector field. The paper from 2022 lists an
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F1 score of 75% in their data set for finding a definition. However, no numbers 
indicate how often this is useful for improving speech, which is the final goal of 
their work. 

For large expressions, a number of people have advocated that an overview 
(or outline or summary) of an expression be given. AsTeR [ 9] automatically 
elided subexpressions, but no study was done on its effectiveness. As part of the 
MathGenie project, a study [ 6] showed that providing an outline slowed solution 
time. Nonetheless, outlines were included in MathGenie because the authors felt 
it would be useful. MathPlayer provides an option to describe an expression 
rather than read it. In a ClearSpeak navigation study [ 5] using MathPlayer, user 
feedback was that outlines were not very useful. The study authors feel part of 
this is because the implementation was crude relative to other features. As with 
reading, ambiguity can arise when summarizing expressions. 

In addition to speech and braille, the ability to review a portion of an expres-
sion is important in expressions that are not simple. Most AT allows for navi-
gation of expressions via a tree-based model, not unlike the MathML represen-
tation of the expression. In [ 7], the authors use a touch/tactile-based approach 
to navigation for people who are blind but have some small amount of residual 
sight (enough to resolve light/dark). This allows the users to take advantage 
of the physical relationships in mathematical notations (e.g., numerators are 
above denominators) that sighted users take advantage of. They compare their 
prototype for an iPhone with a tactile grid overlay to JAWS and find statis-
tically significant benefits for touch including less frustration/effort and faster 
relocation of items. While spatial navigation is more user-friendly, the problem 
of ambiguous notations is still present. 

In [ 8], the authors note that the use of audio for reading maths textbooks is 
on the rise, sometimes as an alternative to braille. They point out that the right 
to learn to read (braille) should be supported. The paper stresses the lack of 
high-quality studies on the topic of mathematics learning for visually impaired. 

While previous work has improved the quality of the generated speech, heuris-
tics can never be perfect and are ultimately guesses as to what the author meant. 
Furthermore, even when AT knows what the author means, that doesn’t neces-
sarily indicate how the author wants a notation pronounced. For example, 1/3 
can be read as “one divided by three” or “one third” depending on what is being 
learned. The work presented here aims to support AT to generate better speech 
and, in some cases, better braille from MathML expressions. 2

2 Author Intent in MathML 4 

The above approaches significantly improve the understandability of the gen-
erated speech. However, they are still heuristics and thus sometimes wrong.
2 Most braille codes are based on the basic structure of the expression (subscripts, 

superscripts, ...), not on semantic meaning (index, power, ...). There are a few excep-
tions to this, e.g. whether “:” is meant to convey a ratio or something else in Nemeth 
code. “Intent” can also help with braille generation in those special cases. 



178 D. Carlisle et al.

<mrow intent="absolute-value($contents)"> 
<mo>|</mo> 
<mi arg="contents">x</mi> 
<mo>|</mo> 

</mrow> 

Fig. 2. Simple intent example 

To complement these efforts, the W3C’s Math Working Group is updating the 
MathML standard to allow specification of how an expression should be spoken 
[ 2]. Authors can use this standard to correct heuristics, or AI researchers can 
evaluate the performance of their heuristics. Following the idea of correcting 
heuristics, the W3C’s Math Working Group decided that an approach that uses 
progressive enhancement is most appropriate: do not require changes; instead, 
allow for those notations where an author wants to make sure of unambiguity. 
As a rule of thumb, an author might want to enhance notations in cases when 
she would explain it in a classroom or at presentation, e.g., when she would write 
xT she might say “T means transposed”. 

2.1 Author Intent Basics 

The approach the Math WG settled on is to allow intent and arg attributes 
on all MathML elements. The attribute’s value has a simple, functional syntax. 
This syntax allows both the function head (the function name along with its 
properties) and its arguments to be literals, references to descendant elements, 
or another function. Literals can be numbers or names. See Section 5.1 of [ 2] for  
a full grammar. A simple example for the “absolute-value” concept is shown in 
Fig. 2. 

References are prefixed with $ and some descendant of the referencing ele-
ment should have a corresponding arg attribute value. In Fig. 2, this is demon-
strated with the reference “contents”. See Sect. 2.2 for details. 

By default, “intent” values should be spoken as functions are spoken, so 
the expression in Fig. 2 might be spoken as “absolute value of x”, but AT is 
free to use other functional ways of speaking the “intent”, such as a terse form 
(“absolute value x”) or a verbose form (“the absolute value of x”). Properties 
(see Sect. 2.3) allow for other ways of speaking an “intent”. 

In parallel with the MathML 4 recommendation, the working group is fleshing 
out a core list of “intent” concepts and “intent” properties with proposed speech 
hints. 3 This list is a reference for notations/speech that AT implementations 
should support. The core list is intended to cover most mathematics taught 
up to the university level. The list includes suggested speech in a few different 
languages. As a complement, an open list of “intent” concepts and properties is 
maintained; new notations are constantly created so the open list will never be 
complete. The open list serves both as a place where people can check to see if
3 Current working drafts are linked from https://w3c.github.io/mathml-docs/. 

https://w3c.github.io/mathml-docs/
https://w3c.github.io/mathml-docs/
https://w3c.github.io/mathml-docs/
https://w3c.github.io/mathml-docs/
https://w3c.github.io/mathml-docs/
https://w3c.github.io/mathml-docs/
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<msup intent="power($base,$n)"> 
<mrow arg="base"> 

<mo>(</mo> 
<msup intent="power($base,$n)"> 

<mi arg="base">x</mi><mn arg="n">2</mn> 
</msup> 
<mo>+</mo> 
<msup intent="power($base,$n)"> 

<mi arg="base">y</mi><mn arg="n">2</mn> 
</msup> 
<mo>)</mo> 

</mrow> 
<mn arg="n">2</mn> 

</msup> 

Fig. 3. Example of nested arguments in “intent” 

an “intent” concept has already been thought about and as a source of future 
additions to the core list. AT is free to implement any concepts or properties in 
the open lists. 

2.2 Intent Concepts 

The function name in an “intent” is referred to as the concept name in 
MathML 4. If the AT knows nothing about the concept name, it should be 
spoken as written. However, the working group’s “core” list provides names for 
which AT should be aware of and for which it should provide translations for 
the languages it supports. Some of these concepts, such as “fraction” have many 
ways they are spoken depending on the arguments (e.g., “one third”, “one over 
x”, “one over x all over two over x”, “meters per second”). For someone who is 
blind, some of these speech patterns may include start/end words or sounds to 
make it clear where the fraction starts and ends; for others, these extra words or 
sounds may hinder comprehension. Authors rarely know their readers’ needs, so 
MathML 4 delegates the exact speech for core concepts to AT. If an author wants 
to force specific words to be used, a concept name can start with an underscore; 
no core names start with an underscore. 

Concept names are not always a name; they can also be a reference. A ref-
erence (either the concept name or an argument) can be any child with an arg 
attribute. References start with a $ character. The reference does not need to 
be unique in the document. This allows generating software to reuse templates. 
The algorithm for finding a reference is to do a depth-first search of the children 
stopping when a matching arg attribute value is found. If the arg attribute value 
matches the reference, the search is done. Otherwise, the element is treated as 
a leaf and the search continues in the parent. Figure 3 shows an example with 
nested “intents” for a nested power

(
x2 + y2

)2 that might come from software
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that uses a template for powers. If an intent has illegal syntax or references 
nonexistent arg attributes, the intent should be ignored by AT. 

2.3 Intent Properties 

By default, concept names are spoken in a functional manner, but this is not 
always appropriate. For example, x2

|
|
3 

might have the concept name “evaluated-
at” and is typically spoken as “x squared evaluated at 3” not as “evaluated-at of x 
squared and 3”. To solve this problem, “intent” can be given a “fixity” property. 
The allowed values are “function”, “silent”, “prefix”, “infix”, and “postfix”. 4
Properties begin with “:” and there is no limit to the number of properties that 
can be attached to a concept name. For “evaluated-at”, we might have 

<mrow intent="evaluated-at:infix($expr, $value)"> . . .  </mrow> 
Early on, the Math WG realized that some notations that make use of the 

mtable element are complicated to specify using just concept names. For exam-
ple, each equation in a system of equations is often divided up into columns to 
force alignment. To bring each equation back together, it would be necessary 
to list all the entries in each row as part of an “equation” concept. To remedy 
this, table properties tell AT how to speak the children. For a system of equa-
tions, the table can be marked with the “intent” value “system-of-equations” 
and AT should ignore the columns and just speak the table as (for example) 
“2 equations, equation 1 . . . ,  equation 2, . . . end equations”. The current list 
of core table properties is “matrix”, “piecewise”, “system-of-equations”, “lines”, 
and “continued-row”. 

Other properties are used to avoid having generating software know lots of 
related names. These include properties for chemical elements, units, and roman 
numerals. There is also a “chemical-equation” property that notifies AT that 
chemical notation is being used so subscript, superscripts and some operators 
are spoken appropriately (e.g., “=” is a double bond, not “equals”). 

2.4 Intent and Content MathML 

In MathML, two families of elements are defined: Presentation MathML encodes 
how expressions are set out typographically with such typical features as sub-
scripts/superscripts, fractions, or bracket-pairs. Content MathML encodes how 
expressions are understood or interpreted with typical features as function appli-
cations, quantifiers, or externally documented symbols. 

MathML expressions, i.e., semantics elements, thus can have two trees: a con-
tent tree and/or a presentation tree. Linking between content and presentation 
elements can be done with references or nested semantics elements. Content 
MathML is made available by and for computing engines. Some translations 
between presentation and content (with many assumptions) exist with limited 
scope (e.g., for simple equation expressions). While there may be an interest in
4 The Math WG is still considering adding other values such as “matchfix” to allow 

for other speech patterns. 
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finding on the web expressions with content MathML (e.g., to allow readers to 
perform computations), they are much less frequent than presentation MathML. 

A few experiments led by members of the W3C Math Working Group have 
shown that content MathML can be used to generate a better accessible presen-
tation of mathematical formulas if the semantic is available. However, the fact 
that content MathML is less widespread and sometimes less able to encode all 
mathematical discourse (without adding many symbols) has pushed the W3C 
Math group to propose a structure that is closer to the speech and that applies 
to expressions which are directly made in presentation MathML. 

3 Evaluating the Success of Intent 

While “intent” is aimed at improving speech for end users, the main target for 
“intent” are authors of documents that contain MathML. The reason tests for 
end users are not a focus is because “intent” should only improve the accessibility 
of math and never make it worse: “intent” gives AT the ability to know the 
author’s intention of how the notation should be spoken as opposed to having 
to guess the best way to speak the notation. AT has the choice to make use of 
this information or ignore it (e.g., to produce a syntactic reading rather than a 
semantic one). Therefore, the way to measure the success of “intent” is two-fold: 

1. Are software developers that generate or consume MathML generating or 
consuming “intent” or planning to generate or consume “intent”? 

2. For the authoring software that generates “intent”, do users make use of 
facilities provided so the software can generate “intent”? 

It is very early to evaluate either of these criteria given that the MathML 4 rec-
ommendation has not even moved to a Candidate Recommendation, let alone an 
actual recommendation. For the first question, there are definite signs of success 
as both MathML generators and AT that consumes “intent” have prototypes. 

On the generating side, all of the prototype authoring tools that have been 
developed are text-based and have some resemblance to TEX. In general, the 
authoring tools use macros or special syntax such as “\abs” and ‘\det” to pass  
along the author’s intent when there is ambiguity. Discussions have also included 
the use of optional macro arguments to pass along intent information. For exam-
ple: \times[intent=cross-product] would produce the following MathML: 
<mo intent="cross-product">×</mo> 

Three prototypes have been developed so far: 

WikiTexVC: [ 15] has the option to add valid “intent” syntax with a pseudo 
TEX macro to add “intent” to the MathML produced by Wikipedia, and other 
projects using MediaWiki. 

UnicodeMath: [ 10] adds keywords that are Unicode characters when needed 
to resolve ambiguity and uses those to generate intents. For example, “(a)x” 
uses the Unicode code point “(a)” (U+249C) to indicate that what follows is 
the absolute value of x. This is used in speech generation.
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SpaceMath: [ 4] a superset of LATEX (both text and math) and AsciiMath that 
includes keywords and macros to generate intents. It will likely become an 
option for PreTeXt authors. 

No WYSIWYG editors that make use of “intent” have been developed yet, 
but ideas on how they might do this involve the use of specialized templates such 
as one for binomial that would generate an appropriate “intent” even if using the 
MathML-code as that of a 2d-vector. Another option is to allow users to select a 
symbol or expression and provide a menu of options for that symbol or expres-
sion. For example, selecting “×” might pop up a menu with the options: “times”, 
“cartesian-product”, “cross-product”, “direct-product”, and “custom. . . ”. 

On the consuming side, both UnicodeMath and MathCAT implement 
“intent”. Support for “intent” is included in the release version of MathCAT 
that is used in NVDA and JAWS and several other ATs. To generate speech, 
MathCAT first produces an intent tree from MathML. This is trivial if “intent” 
is given. If there is no intent attribute, then MathCAT tries to infer the intent 
using heuristics. The “intent” tree is then used to generate speech in various 
languages and in different styles of speech. The Math Working Group created 
a document with many examples comparing MathCAT’s speech with and with-
out “intents”. Among the lessons learned from this exercise was that “intent” 
properties for tables such as those used for aligned systems of equations greatly 
simplified MathML generation without complicating the implementation. 

At this point in time, we lack information as to users’ willingness to use fea-
tures that allow generation of “intent”. This is because the number of users of 
these prototypes is small and mostly includes the software authors and their col-
leagues. However, all have reported that generating “intent” is relatively straight-
forward. One of the PreTeXt implementers reported that authors are generally 
willing to improve the accessibility of their books if it is not much of a burden 
[D. Farmer, personal communication, 4 April, 2024]. As with many accessibility 
features (e.g., using headings in documents rather than just changing the font), 
getting users to use styles/keywords/macros likely requires education as to their 
benefits. All the prototypes try to minimize any extra work an author needs to 
do to improve the accessibility of the math. 

4 Conclusions 

The development of author intents has taught us how flexible mathematical 
notation can be and how this flexibility is important to mathematicians in their 
day-to-day practice; all mathematicians we have talked to indicate that invent-
ing a new notation, and being able to exploit it, is common. This flexibility is 
supported by author intents which make it possible to encode new or existing 
concepts on any MathML expression which results in speech that is accessible 
to the reader. 

Different communities use different notations. Where these notations overlap, 
there is ambiguity. It does not seem possible to cleanly partition these commu-
nities because they overlap. Because of this, the only way to resolve ambiguity is
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at the notation level where the author tells the AT what should be said. As an 
example, the last row of Fig. 1 x|y demonstrates a notation that could be used 
in a number theory course with the sense of integer division, as such-that in a 
proof, and of conditional probability all in one paragraph. 

It is important to note that “intent” is forward-looking: only new documents 
can use it. Earlier work using heuristics and textual context are still important 
to handle legacy documents. 
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Abstract. We describ e an approach for pro ducing accessible mathe-
matical content for blind learners, i.e., learners who primarily use screen 
readers and tactile materials to access information necessary for learning. 
Our main fo cus is on p ostsecondary education textb o oks required for a 
course of study towards an undergraduate degree in mathematics. The 
basis for our approach is the PreTeXt authoring language, which com-
bines a rigorous XML do cument structure with the strength of LATEX 
typ esetting for formulas and graphics. This not only facilitates the pro-
duction of formats such as PDF and EPUB but, more imp ortantly, fully 
accessible HTML and tactile braille output from a single source file. The 
braille version of the text includes mathematical formulas in Nemeth 
braille as well as emb ossable tactile diagrams automatically generated 
from the source. Similarly, formulas in the HTML version are screen 
reader accessible, and the graphics can b e explored interactively using 
screen reading and sonification. We applied our software to two large 
op en-source textb o oks on abstract algebra and calculus. The quality of 
the braille transcription was checked by a certified transcrib er and the 
overall readability was checked by a blind mathematician. We have since 
exp erimented with the automatic translation of other mathematical text-
b o oks to provide to blind student learners and volunteers. 

1 Background 

Timely access to high-quality educational materials for blind students in the US 
has long b een a problem [ 11]. In this pap er, we are fo cusing on accessibility for 

cO The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
K. Miesenb erger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 184–191, 2024. 
https://doi.org/10.1007/978-3-031-62846-7 _22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-62846-7_22&domain=pdf
https://doi.org/10.1007/978-3-031-62846-7_22


PreTeXt as Authoring Format for Accessible Alternative Media 185

learners who primarily use screen readers and tactile materials to access learn-
ing materials. The issue is particularly acute for such learners in STEM fields 
where auditory versions of b o oks are not always sufficient for learning. Students 
who need a textb o ok in a technical field often rep ort long lead times required 
to obtain a braille copy of the b o ok. Comp ounding the problem, publishers of 
p ostsecondary textb o oks have increasingly moved content online creating addi-
tional discrepancies b etween the web version, printed version, and braille version 
of the b o ok. 

Transcribing a new textb o ok is a time-consuming and costly pro cess b ecause 
it is done manually by a certified sp ecialist. Even if the source file for a mathe-
matics textb o ok is available, several factors make transcription into braille par-
ticularly challenging for mathematical content. We briefly describ e the main 
challenges b efore explaining how our approach addresses them. 

Translation of non-technical “literary” text into braille is quite straightfor-
ward using the op en-source to ol liblouis [ 9]. Unfortunately, when applied to 
mathematics, liblouis generally pro duces faulty Nemeth co de. Moreover, the 
correct integration of Nemeth into literary braille is non-trivial and needs to 
b e carefully done even for simple texts. 

Most college-level mathematics b o oks are written and pro duced using the 
typ esetting system LATEX, which is designed to create excellent print output, 
esp ecially for mathematical formulas. Unfortunately, existing LATEX packages [ 15, 
16] for braille output pro duce p o or results in part b ecause the structure of a 
LATEX do cument do es not have sufficient semantic information to pro duce reliable 
translation to braille. Consequently, a more structured formal mark-up language 
is needed. 

There have b een a numb er of pro jects that generate tactile and accessible 
content from LATEX. As early as 1998, the Labrado or system [ 5] sp ecialized in 
conversion of LATEX do cuments to braille, including formulas in Marburg. Later 
work [ 2, 14] up dated and generalized this approach by translating LATEX formulas  
into canonicalized MathML. Alternative approaches attempt to directly translate 
LATEX into accessible PDF [ 3] or into web accessible HTML [ 17]. While the former 
simply shifts the accessibility issue to the need for making PDF accessible, which 
is still inherently inaccessible without proprietary technology, the latter relies on 
transforming LATEX formulas to MathML, which loses valuable mathematical 
information. 

Consequently, these approaches that first translate formulas to MathML are 
generally to o restrictive as much of their semantic structure is lost, leading to 
incorrect braille or sp eech in the context of advanced mathematics. Preserving 
LATEX formulas is also imp ortant for communication b etween blind mathemati-
cians and their sighted p eers as it is the standard markup format used by math-
ematicians [ 13]. In addition, many approaches fo cus solely on text, do cument 
structure and formulas, thereby neglecting the need to translate artefacts such 
as graphics and co de (b oth pseudo co de and program snipp ets) that are an 
imp ortant part of mathematical and computer science literature. While there 
have b een great strides in making accessible graphical statistics content from R
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into LATEX or markdown [  18] and graphics [ 10], these advances are not easily 
transferable to the conversion of textb o oks in other mathematical disciplines. 
For the inclusion of co de, we still see all to o often that publishers convert list-
ings elements into graphic figures with uninformative alternative text, effectively 
obscuring this information. Finally, none of these systems is readily available for 
a pro duction pro cess or flexible enough to supp ort different languages, braille 
formats, or output mo dalities. 

The approach taken here uses PreTeXt, an authoring language for structured 
scholarly do cuments, which combines a rigorous XML do cument structure with 
the strength of LATEX typ esetting for formulas [ 6], graphics [ 4],  and co  de [  1]. It 
offers many features designed to supp ort writing STEM textb o oks and learning 
materials with an emphasis on Op en Educational Resources (OER). Authoring 
do cuments in PreTeXt allows users to integrate computational features such 
as Sage or GeoGebra and to generate a range of output formats from a single 
source. 

This pap er describ es our approach employing PreTeXt as the source to gen-
erate a numb er of accessible alternative formats. In particular, we concentrate on 
the automatic generation of tactile output that includes literary braille, Nemeth 
co de for formulas, and tactile graphics for diagrams as well as on the generation 
of web accessible content that allows for screen reading and interaction with 
formulas and diagrams. However, the PreTeXt format is by no means restricted 
to these and can generate different output formats, languages, braille co des, etc. 
PreTeXt aims for a holistic approach for translating all comp onents of a scientific 
do cument, including formulas, co de, graphics, and interactive computational ele-
ments, without the need for different technologies. Moreover, it exploits the rich 
information provided by LATEX, including numerous sp ecialist packages, without 
losing information by re-co ding into an intermediate format. 

2 Background on PreTeXt 

PreTeXt is an XML markup language develop ed to pro duce technical scholarly 
texts in a variety of formats. PreTeXt allows users to include interactive features 
such as Sage, GeoGebra, and WeBWorK into the do cuments. A short sample of 
PreTeXt format is provided in Table 1. In addition to the obvious do cument 
structure, the do cument narrative consists of clearly identifiable paragraph text 
(or literary text) and mathematical formulas in LATEX, enclosed in tags <m> and 
<me>. PreTeXt vo cabulary supp orts more than 300 different elements, describ ed 
fully in [ 21]. 

Since PreTeXt is a markup language, the author sp ecifies the do cument struc-
ture and content, which are in turn rendered by the software in any of the sp ec-
ified formats. There are available translations to (1) print PDF, (2) electronic 
PDF, (3) accessible HTML, (4) EPUB, (5) Jupyter noteb o oks, and (6) braille, 
either with pagination for emb ossing or without pagination for screen readers. 
We stress that the conversion is applied to the same source material, without 
additional efforts to re-style the source. We refer the reader to [ 6] for more infor-
mation on the vo cabulary and for examples of different outputs of PreTeXt.
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Table 1. Sample of a PreTeXt source file. 

<?xml version="1.0" encoding="UTF-8" ?> 
<pretext> 
<article xml:id="final-exam"> 
<title>Precalculus Final Exam</title> 
<section xml:id="p1"> 
<title>Problem 1</title> 
<p> The height <m>s</m>, in feet, of a water balloon that is thrown 
vertically out of a window, <m>t</m> seconds after it is thrown is 
given by 
<me> s(t) = -16t^2 + 16t + 32. </me> 
</p> 
... 

</pretext> 

The approach of PreTeXt develop ers, describ ed in [ 6], is well-suited for the 
pro duction of accessible versions of texts in technical fields. In particular, this 
approach fits well with the task of translating a technical do cument into braille, 
as we explain in the following section. 

We briefly describ e accessibility features available in PreTeXt’s HTML out-
put. Some of these accessibility features are available automatically, without any 
input from the author. These features include screen-reader friendly HTML ele-
ments and attributes; keyb oard-accessible navigation of the pro duced HTML 
do cument; and screen-readable mathematics, provided by the Sp eech Rule 
Engine (SRE) [ 19]. The SRE pro duces sp eech strings for screen-readers from 
mathematical expressions in LATEX and implements a full set of Mathsp eak 
and Clearsp eak rules. For each mathematical expression, the SRE constructs 
an internal semantical representation, which enables interactive user hierarchi-
cal exploration of complicated expressions in mathematically meaningful order. 
In a similar manner, SRE pro duces linearized Braille output that can b e made 
available to readers via a Braille display during exploration. 

Additional accessibility features of PreTeXt allow the authors to provide 
information to make the do cuments more accessible. One of the main such fea-
tures is the ability to supply descriptions of images b eyond alt-text. The content 
of these longer descriptions is picked up by screen readers and will b e rendered 
as a transcrib er note when the do cument is translated into braille. 

3 Transforming PreTeXt to Braille 

To pro duce a correct braille copy of a do cument, (human) braille transcrib ers 
have to assess the semantics of the translated do cuments. For example, they 
need to know not only that a certain phrase app ears in b old in the printed 
version, but also why it app ears in b old. The rich semantic structure of a PreTeXt 
do cument supplies this information leading to the more reliable pro duction of a 
braille version. In addition, the capability to pro duce a braille translation from
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the same source do cument removes the cost of pro ducing an accessible copy of 
the textb o ok, makes it p ossible to pro duce an accessible version of a technical 
do cument in a matter of minutes, and solves the problem of version lag b etween 
different output formats. 

So how is the translation to braille achieved? The source file is pro cessed 
by a Python script. Literary text is transcrib ed into braille using liblouis, while 
mathematical formulas are transcrib ed by the Sp eech Rule Engine (SRE). The 
outputs of liblouis and the SRE are then integrated by the script into a single 
file in BRF format. Files in this format can b e used in any emb osser or in a 
braille display. The script ensures that the do cument is formatted according to 
the BANA rules and that Nemeth braille pro duced by the SRE is integrated 
prop erly into the text. 

The challenge of accurately and automatically translating mathematics for-
mulas deserves a more detailed discussion. Sometimes, the same print mathe-
matical symb ol may need to b e transcrib ed differently into braille dep ending on 
the context. This raises the p ossibility that “fixing” the translation of a symb ol 
in one context may break the correct translation of the same symb ol in other 
contexts. A quality assurance mechanism was develop ed to identify these situ-
ations and to ensure that software up dates do not create problems in already 
pro of-read and correct material. The XML structure of PreTeXt sources makes 
it p ossible to easily create a comprehensive list of all the mathematical expres-
sions in a PreTeXt do cument and to pair expressions with corresp onding links 
into the web version of the do cument. With these links in place, the context of 
each expression can b e easily examined, which aids transcrib ers in identifying 
mistakes in the automatic transcription. As a by-pro duct of this work, we iden-
tified mathematical symb ols and fonts that are missing in Nemeth and worked 
with BANA to address this. As a result, several missing features are b eing added 
to Nemeth (for example, the double-struck font that is used to denote the sets 
of integers, real numb ers, and complex numb ers; as well as symb ols used in 
mathematical logic and computer science). 

4 Generating Accessible Graphics 

PreTeXt allows authors to sp ecify graphics either in TikZ [ 20], the prevalent to ol 
for authoring diagrams in mathematical literature, or in its own XML language. 
The latter provides a relatively small, but intuitive, vo cabulary to declaratively 
sp ecify diagrams. This language forms the basis for translating graphics into 
tactile output or web accessible SVG. The basic vo cabulary, which is designed 
to mirror mathematical vo cabulary, can roughly b e divided into five functional 
groups: (1) definitions, control, and grouping, (2) basic grids and axes, (3) one-
dimensional ob jects, such as graphs and lines, (4) two-dimensional ob jects, such 
as areas and p olygons, and (5) lab els. 

This allows the generation of SVG graphics that can b e rendered as tactile 
output, where any lab el or contained formula is pre-transcrib ed into the braille 
format of the overall text and its corresp onding braille co de for mathematics.
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Fig. 1. Examples of mathematical diagrams from [ 7] and their translation to braille. 

Figure 1 gives some examples from a Precalculus textb o ok. The tactile versions 
of the graphs are scaled to fit a standard-size braille page. Graphics are not 
restricted to xy-graphs; complex diagrams like geometric examples or depictions 
of networks are supp orted as well. 

In addition, the PreTeXt sp ecifications allow annotations to add sp eech 
descriptions to graphical elements. These are either added automatically for 
common elements, such as the grid and axes, or can b e customised by authors. 
Annotations are arranged hierarchically to describ e elements starting from an 
overview to more and more fine-grained details. When translating the diagram 
into SVG, these elements are emb edded into the SVG to enable accessibility 
supp ort in web browsers, such as dark mo de supp ort or magnification and high-
lighting of semantically connected structures. In particular, when using screen 
reading in the browser, the emb edded annotations provide the sp eech output 
to explain elements of the graphic. Moreover, a diagram can b e interactively 
explored using the hiearchical nature of the annotations as a navigational path. 
This allows readers to obtain an overview of the entire graph b efore diving into 
details of particular elements, such as the axes, graphs, or lab els and formu-
las. All mathematical formulas in the diagram are pre-rendered with MathJax 
including aria-lab els to provide sp eech output. Similarly, graphs can b e sonified 
using the browser’s web audio API. 

5 Exp eriments and Usage 

We created and tested a set of op en-source to ols to automate the pro duction 
of braille versions of college-level mathematics texts. To measure the progress, 
two op en-source textb o oks were used to test the quality of translation: “Abstract 
Algebra: Theory and Applications” [ 12] and “Active Calculus” [ 8]. The screen-
readable web versions and the braille versions of the textb o oks were made avail-
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able to blind learners of mathematics. In addition, we worked with one particular 
blind learner using the translation of a textb o ok “Active Precalculus” [ 7] into a  
tactile version. 

The learner was provided with the version of the textb o ok on the web (and 
used a screen reader to interact with the textb o ok). We also provided the learner, 
who is familiar with Nemeth braille, with an electronic braille file in BRF format 
and with hard copies of emb ossed graphics, including those given in Fig. 1. 

Over the course of four months, the learner worked through a semester-long 
course based on the textb o ok, doing all the exercises at the end of each section. 
We then offered the learner a final exam, based on a final exam routinely given 
in a Precalculus course. All the problems on the final exam were solved correctly 
by the learner. 

The learner rep orted that the braille file was initially necessary for the more 
complex formulas, where the screen reader is “to o fast” or provides ambiguous 
results (for example, “square ro ot of x plus one” could stand for 

√
x + 1  or 

for 
√
x + 1). To save money on the printing costs, the learner used a refreshable 

display to render the formulas. After gaining more exp erience with the interactive 
exploration of complex formulas provided by the SRE, the learner was primarily 
using the braille display to learn braille co des for new mathematical symb ols. 

To provide a completely accessible copy of a mathematical textb o ok, a num-
b er of challenges remain. While the learner was able to use WeBWorK to do some 
of the exercises, several problems that involved WeBWorK-generated graphics 
were not accessible. Additional work is needed to ensure that all comp onents 
supp orted by PreTeXt have robust accessibility solutions. 
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Abstract. This paper describes a qualitative study concerning the experiences of 
blind and visually impaired students learning mathematics in primary schools in 
Ireland, along with a thematic analysis of the findings. It investigates the instruc-
tional challenges and teaching techniques that facilitate an inclusive learning envi-
ronment through flexible assessment plans. Key focus areas include adapting class 
collaboration activities, using digital and non-digital materials, and deploying spe-
cialized strategies to boost learning skills. This study identified significant barriers, 
including technology accessibility, classroom mobility, and the need for supportive 
educational aids such as tactile materials and Braille resources. This paper also 
discusses the importance of support and assistance, including teacher training, 
parental involvement, and peer support processes. Based on expert opinions, the 
study identifies gaps in current solutions and suggests future research and develop-
ment directions. These include the advancement of User-Centred Design (UCD), 
the integration of multimodal techniques, and the improvement of collaborative 
and interactive learning solutions. Furthermore, this study recommends reforming 
educational policy and comprehensive training programs for educators to ensure 
that visually impaired students receive an equitable mathematics education. This 
study lays the groundwork for future advancements in teaching methodologies and 
assistive technologies, aiming to remove educational barriers and foster academic 
excellence within blind and visually impaired students. 
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1 Introduction and Background 

Educational inclusion is still a cornerstone of equal schooling. The unique academic 
requirements of blind and visually-impaired children are often not adequately met during 
primary education. This study presents a thematic analysis that investigates three main 
areas: the mathematical learning experiences of blind and visually-impaired students,
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the pedagogical approaches of teachers, and expert viewpoints on accessible educational 
solutions in primary schools. 

1.1 Mathematical Learning Experiences of Blind and Visually-Impaired 
Students 

The first area of attention concerns the unique challenges and techniques of mathematics 
learning for blind and visually impaired students. Previous research includes many stud-
ies focusing on specific teaching strategies for these students and identifying several key 
aspects of mathematics learning. Maćkowski & Brzoza introduced a tutoring platform 
developed for visually impaired children. The platform utilizes audio-tactile visuals to 
enhance the learning process for mathematics topics. The efficiency of this platform was 
examined through quantitative and qualitative research with students from primary and 
secondary schools. The study attempts to improve learning effectiveness through tailored 
audio explanations and exercises, catering specifically to the educational needs of visu-
ally impaired students [1]. Hayes et al. examine the issues faced by students with visual 
impairments during standard scientific and mathematics instruction. They stress the sig-
nificance of classroom adjustments, such as hands-on experiences and extra instructional 
time, to promote their learning. They also highlighted findings concerning educational 
policies and practices, i.e., effective adaptation of teaching materials and helping stu-
dents acquire skills that enhance their independent learning [2]. Steinbach addressed 
the obstacles students with visual impairments face in obtaining and understanding 
the mathematics curriculum. It examines several techniques of conveying mathematical 
information to these children, such as auditory, tactile, and multi-sensory approaches. 
This study also underlines the need to adjust instructional strategies and resources to 
suit the needs of visually impaired students, concentrating on boosting their engagement 
and understanding of mathematical ideas. The study highlights the need for inclusive 
educational approaches and the development of appropriate multi-sensory solutions to 
help the mathematical education of visually impaired children [3]. Drijvers & Sinclair 
reviewed how digital technologies were employed in mathematics instruction. They 
created a framework encompassing five aims for employing DTs: increasing learning, 
understanding learning processes, designing for learning, guaranteeing equal access, and 
influencing curriculum and teaching practices. They address various theoretical foun-
dations, methodologies, and outcomes relevant to these aims, illustrating the evolving 
nature of research on this topic and the rising relationship between digital technology 
and mathematical education. The article underlines the significant impact of DTs on the 
nature of mathematics education and learning [4]. Bobomurod focused on the educational 
obstacles and methods of teaching mathematics to visually impaired students. This study 
highlights the need to understand children’s attitudes toward mathematics learning from 
an early age to prevent the development of negative opinions about this subject. More-
over, it examines the content and objectives of the mathematics course, highlighting the 
need for corrective and developmental conditions, particular techniques, and cognitive 
activity development. It underlines the significance of adjusting educational methodolo-
gies to accommodate the specific demands of visually impaired students, trying for their 
optimal growth and social adaptation [5].
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1.2 Investigation of Teachers’ Experiences While Teaching Mathematics to Blind 
and Visually Impaired Students 

The second area of attention is teachers’ experiences when educating blind and visually 
impaired students. The literature shows that teachers are essential in designing inclu-
sive education. They often experience unique pedagogical problems and lack proper 
preparation. Rushahu conducted a study focusing on the issues and skills of lecturers in 
Tanzanian higher education institutions to serve visually impaired pupils. A qualitative 
method was employed with interviews and focus group discussions among 40 partici-
pants, including students with visual impairments and professors. The survey demon-
strates that most professors lack the abilities and knowledge to identify and address 
the unique learning demands of these students. It underscores the need for redesigned 
university curricula, adequate training for professors, and more significant state funding 
for inclusive education [6]. A thesis by Amanda Esmeralda Mungunda, finished in April 
2023, explores the specific obstacles that secondary school mathematics teachers con-
front when educating learners with vision impairment. Focusing on the Khomas region 
in Namibia, the study adopts Bruner’s idea of constructivism as its theoretical base. Uti-
lizing qualitative research methodologies, it comprises observations and semi-structured 
interviews with a selected sample of teachers and visually impaired students. The study 
intends to improve visually impaired students’ teaching and learning experiences and 
offers successful teaching practices, including the need for assistive technologies and 
instructional materials [7]. Baykaldı explored the experiences of high school mathemat-
ics teachers in teaching students with visual impairments. They investigate the challenges 
faced by the teachers, along with their teaching styles, curriculum preparation, assess-
ment strategies, and ideas regarding inclusive education. The study, conducted through 
interviews with eight instructors, highlighted a lack of proper training and resources for 
inclusive education, although they demonstrated ‘high teaching efficacy’ generally (e.g., 
with non-visually-impaired students) and had high ideals regarding teaching (e.g., were 
highly motivated to help visually impaired students. The findings underline the need 
for increased teacher training and resource development to facilitate inclusive education 
[8]. Mbulaheni Maguvhe proposed a study focusing on the problems and opportunities 
in teaching science and mathematics to visually impaired children. The study is based 
on a case study approach, underlining the critical role of instructors and the necessity 
for specialized resources and training. It highlights the need to empower instructors to 
serve visually impaired students in various courses successfully and recognizes the vital 
role of inclusive education methods. The research gives valuable insights for increasing 
the learning abilities of visually impaired students in science and mathematics, helping 
the broader conversation on inclusive education [9]. 

1.3 Expert Viewpoints on Accessible Educational Solutions in Primary Schools 

Thirdly, the study included professionals to obtain suggestions for potential solutions 
for these children. Integrating expert perspectives is vital in bridging the gap between 
theoretical knowledge and actual application. Previously, several studies were conducted 
without the opinion of experts or professionals. IrisMath is a web program developed
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to aid visually impaired people in executing mathematical operations, notably for engi-
neering students. Inspired by Jupyter Notebooks, this system supports multiple output 
formats such as LaTex, CMathML, JSON, and audio, assuring accessibility and compre-
hensibility for visually impaired users. The paper explores the architecture, development, 
and evaluation of IrisMath, showing its potential as a helpful tool for inclusive education 
in technical and engineering subjects [10]. Gözde et al. investigate the experiences of 
visually impairment children in inclusive math courses in Turkey. It focuses on the obsta-
cles these students experience, their opinions on learning methods, and the usefulness 
of the resources adopted. The study underlines the gap between these children’s social 
and academic demands, underlining a shortage of teacher preparation and reservations 
towards inclusive education. It emphasizes the need for increased teacher training and 
creating resources to help visually impaired children in mathematics [11]. Karshmer 
and Gupta conducted a study on building tools to help visually challenged children 
learn mathematics. They address the issue of writing and reading complicated math-
ematical formulas for children. The project at New Mexico State University includes 
developing logic programming-based systems and interfaces to improve the utilization 
of mathematical information. This includes building a method for converting Nemeth 
Code to LaTeX and vice versa, boosting collaboration among blind students and sighted 
lecturers. The research also discusses employing encoded musical notes and signals of 
sound to express mathematical concepts, seeking to complete the education cycle with 
accessible resources for visually impaired children [12]. 

In this article, we have explored the challenges of blind and visually impaired pri-
mary school students. A study was conducted with teachers intended to add depth to this 
knowledge by examining the lived experiences of teaching in primary schools. Find out 
the viewpoints of professionals and expert persons. Their thoughts can help researchers 
and developers build more prosperous, inclusive educational platforms for blind and 
visually impaired students. This thematic analysis contributes to the ongoing conversa-
tion about inclusive education. It strives not only to expose the existing obstacles and 
opportunities in teaching mathematics to blind and visually impaired primary students 
but also to provide actionable ideas for improvement, pulling from both academic and 
practical domains. The remaining article is organized as follows: Sect. 2 explains the 
methodology; Sect. 3 illustrates the results in the form of extracted themes; Sect. 4 
concludes this article and provides recommendations for future work. 

2 Methodology 

The research employed a qualitative study design, employing semi-structured interviews 
for data collection. Thematic analysis was used to analyze the gathered data. 

2.1 Participants 

This study involved nineteen participants divided into three categories: students, teach-
ers, and domain experts. Firstly, this study included five visually-impaired participants 
from various primary schools, two males and three females. These individuals were 
recruited from different primary schools. Their ages ranged from 9 to 12 years, with
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a mean age of 10.80 (Std. Deviation = 1.3 and Variance = 1.7). Student participants 
in the study met the criteria for legal blindness (visual acuity 20/400 or less). Among 
the participants, three were completely blind (P1, P2, and P4), and two participants 
(P3 and P5) had low vision. Most students identified as Republic of Ireland nationals 
(4), and EU national (1), Secondly, nine primary school teachers (P6-P14) took part in 
this study. They have diverse roles within the primary school context, including class 
teachers (1), Support teachers (2), and Special Educational Needs teachers (6), boast-
ing experience ranging from 3 to 22 years. The age range of participants spanned from 
26 to 54 years, with a notable gender difference (7 females, 2 males). The majority 
of participants identified as Republic of Ireland nationals (4), EU National (2), Asian 
(2), or United Kingdom (1), aligning with broader demographic trends in the teaching 
profession. Thirdly, five focus group persons (P15-P19) from several organizations, i.e., 
National Disability Authority (1), National Council for Special Education (1), Saint John 
of God (1), and VisitEDUfinn Ltd (2), participated in this study. The age range of partici-
pants spanned from 40 to 58 years, with a notable gender difference (3 females, 2 males). 
Their professional experience ranges from 5 to 20 years. The majority of participants 
identified as Republic of Ireland nationals (2) and EU National (2), United Kingdom 
(1), aligning with broader demographic trends in their professional careers. Overall, 
teachers and focus group participants ages ranged from 26 to 58 years, with a mean 
age of 43.64 (Std. Deviation = 9.44 and Variance = 89.02). Their experience ranges 
from 3 to 22 years, with a mean experience of 13 (Std. Deviation = 6.28 and Variance 
= 39.39). For additional demographic details, refer to Tables 1 and 2. Table 1 provides 
participant details, including participant ID, age, gender, nationality, a description of 
vision impairment, blind or low vision, and Educational arrangements. Table 2 provides 
participant details, including participant ID, age, gender, nationality, and experience in 
number of years.

2.2 Data Analysis 

One technique for finding, examining, and summarizing patterns in qualitative data 
is thematic analysis. Using this methodology, data can be transformed into rich, in-
depth knowledge through text analysis. Thematic analysis is a tool for identifying and 
explaining facts and capturing crucial details related to the data and research question. 
Thematic analysis is an iterative and distinctive approach to text evaluation that offers 
a specific understanding and interpretation of the study issue, according to researchers 
[14]. Thus, in the current study, the concerns of visually impaired students and teachers 
were identified and extracted using thematic analysis. 

The data was examined using the inductive thematic analysis procedure outlined by 
Braun and Clarke [15]. Thematic analysis was chosen for its adaptability and capacity 
to yield insightful, interpretative comments [16]. This approach is not theory-driven 
but instead data-driven, enabling the researcher to uncover unforeseen insights. The 
analysis adhered to Braun and Clarke’s six-step method. Firstly, the researchers read 
and familiarized themselves with the data. Secondly, codes were manually generated 
on the transcripts’ margins based on the entire dataset. The same unit of text could be 
encompassed in more than one code, and relevant data for each code were compiled. 
Thirdly, the coded data were systematically reviewed, cross-checked, and organized
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Table 1. Detailed information of student participants 

Participants ID Age Gender Nationality Description of 
vision-impaired 

Educational 
Arrangments 

P1 12 Female EU Country Blind Special education 
class 

P2 10 Male EU Country Blind General education 
along with special 
education 

P3 11 Female EU Country Low Vision General education 
along with special 
education 

P4 9 Male Republic of 
Ireland 

Blind General education 
along with special 
education 

P5 12 Female Republic of 
Ireland 

Vow Vision General education 
along with special 
education 

Table 2. Detailed information of Teachers and Focus group participants 

Participants ID Age Gender Nationality Experience in No. of Years 

P6 52 Female Asian 20 

P7 42 Female EU Country 19 

P8 26 Female Asian 3 

P9 29 Female EU Country 18 

P10 45 Male United Kingdom 10 

P11 37 Male Republic of Ireland 14 

P12 43 Female Republic of Ireland 22 

P13 54 Female Republic of Ireland 7 

P14 44 Female Republic of Ireland 10 

P15 43 Female EU Country 13 

P16 58 Male EU Country 15 

P17 40 Male United Kingdom 5 

P18 57 Female Republic of Ireland 20 

P19 41 Female Republic of Ireland 6

into themes. Fourthly, themes were cross-checked against the coded data and the entire 
dataset and concluded by creating a thematic ‘map’. Fifthly, themes were defined and 
labeled. Finally, the themes underwent in-depth analysis, with selected data extracts
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examined in relation to the research question, existing literature, and the subsequent 
report. 

3 Results 

3.1 A Thematic Analysis of Mathematics Learning of Blind and Visually 
Impaired Students in Primary Schools Perceptions of Learning Challenges, 
Strategies, Support, Resources 

After examining the five transcripts, five prominent themes concerning students’ view-
points were found. Figure 1 presents a comprehensive visual representation of the fac-
tors affecting the learning process of visually impaired students in mathematics. The 
diagram also represents a thematic analysis related to the mathematics learning of blind 
and visually impaired students in primary schools. It is structured around a central theme, 
“Investigating Mathematics learning of Blind and visually impaired students in primary 
schools”, with related factors branching out into specific categories such as: “Mathe-
matics Topics”, “Class Collaboration Activities”, “Challenges, Obstacles, and Issues”, 
“Techniques and Methods to Fulfill Learning Needs”, and “Assistance and Support”. 

Fig. 1. A thematic analysis of Mathematics learning of Blind and visually impaired students 

3.2 Investigation of Teacher Experiences While Teaching Mathematics to Blind 
and Visually Impaired Students in Primary Schools 

An analysis of nine transcripts revealed four leading themes concerning teachers’ view-
points. Figure 2 presents a comprehensive analysis of the various factors affecting the



Mathematics Accessibility in Primary Education 199

teaching process and the potential strategies to overcome challenges, facilitating a better 
learning experience for visually impaired students in primary schools. This diagram also 
represents the thematic analysis of teacher experiences while teaching mathematics to 
blind and visually impaired students in primary schools. Here’s an explanation of its 
structure: The central theme of the diagram is the “Investigation of teacher experiences 
while teaching mathematics to Blind and visually impaired students in primary schools.“ 
Branching out from this central theme are four main categories: “Barriers, obstacles, and 
Challenges faced by teachers”, “Digital resources”, “Non-digital resources”, and “Ways 
to make learning mathematics easy”. 

Fig. 2. A thematic analysis of teachers’ experiences 

3.3 Opinions of Expert Persons to Introduce Accessible Solutions for Blind 
and Visually Impaired Students 

After the exploration of five transcripts disclosed four leading themes concerning focus 
group persons’ viewpoints, Fig. 3 serves as a comprehensive representation of expert per-
spectives on creating a more inclusive and accessible learning environment for blind and 
visually impaired students, particularly in the context of mathematics education. It sug-
gests a multi-faceted approach that includes both the refinement of existing solutions and 
the development of new strategies and tools. This diagram also represents a thematic anal-
ysis of the opinions of experts on introducing accessible solutions for blind and visually 
impaired students. It organizes these opinions into several categories, named: “Valuable 
strategies for learning mathematics”, “Missing features from current solutions”, “Cre-
ative approaches for designing mathematics solutions”, and “Guidelines/methods for 
developers”.
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Fig. 3. A thematic analysis of professional experts to introduce accessible solutions 

4 Conclusion and Future Work 

The thematic analysis provided in this study emphasizes the challenging task of offering 
an accessible educational setting for blind and visually impaired primary school learners, 
especially in mathematics. Our research has identified several significant areas of atten-
tion, such as the material available for mathematics education, assistance and support 
for blind and visually impaired students, mathematics topics that require attention, class 
collaboration activities that are useful for learning, pedagogical methodologies, chal-
lenges/obstacles and issues encountered by students and teachers, available essential 
technologies and approaches to fulfilling learning need, ways to make learning mathe-
matics easier, guidelines/methods for developers, more effective strategies for learning 
mathematics, missing features from current solutions, creative approaches for designing 
mathematics solutions and an overall support system encompassing both digital and non-
digital resources. Through comprehensive investigation, it is evident that while there are 
multiple challenges (ranging from the availability of resources and technology integra-
tion to the necessity for ongoing professional development of teachers), there are also 
many approaches that might reduce these challenges and obstacles. Effective strategies 
such as using tactile resources, Braille understanding, and using assistive technology 
have emerged as solid enablers in learning. 

Moreover, this study has underlined the importance of multimodel approaches in edu-
cational tools and the demand to develop UCD-based accessible solutions. The insights 
from expert perspectives have supported the notion that a team effort is essential to 
build inventive and flexible math solutions that are interactive and enjoyable for blind 
and visually impaired students. Due to the ongoing progress of technology, the con-
cept of assistive technology is evolving over time. Because of this, a key component 
in improving mathematics education for visually impaired pupils is determining how
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best to adopt and integrate assistive technology in schools in order to provide access to 
the curriculum. Considering our analysis, we recommend the implementation of exten-
sive training initiatives for teachers that provide them with the knowledge and abilities 
essential to effectively implement assistive technology-based solutions in classrooms. 
For the training purpose, attention to policy reform is necessary to ensure that the current 
frameworks guarantee the training of teachers for inclusive learning experiences to better 
support blind and visually impaired students. The collaborative activities inside class-
rooms, together with personalized instruction and assistance of parents and classmates, 
comprise a comprehensive strategy that may significantly improve the educational expe-
rience of visually impaired students. Implementing these findings needs an intense effort 
that includes continual development and evaluation of methods of instruction, resources, 
and assistive technologies. 

This research has created a platform for further investigation into the improvement of 
mathematics teaching for blind and visually impaired children. Additional studies should 
attempt to verify the impact of the suggested strategies on student learning skills. We 
intend to expand on these findings by introducing an inclusive educational platform with 
innovative digital learning features. The primary objective of this platform is obvious: 
minimize challenges and promote a learning atmosphere in which blind and visually 
impaired students can succeed in mathematics education. This can ensure that these 
learners are enabled and fully integrated into the structure of educational excellence. In 
this educational platform, researchers and developers should use touch gestures, audio 
feedback, and vibro feedback to assist blind and visually impaired students. The devel-
opment of interactive learning games could allow blind and visually impaired students 
to learn more easily, just as the use of text-to-speech functionality could allow users 
to hear mathematical content and resources. Developers should provide customizable 
content with accessible features, catering to individual needs. 

Funding. This publication has emanated from research conducted with the financial support of 
Science Foundation Ireland under Grant number 18/CRT/6222. For the purpose of Open Access, 
the author has applied a CC BY public copyright licence to any Author Accepted Manuscript 
version arising from this submission. 
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Abstract. The purpose of this study was to investigate the effectiveness of using a 
chatbot combined with video prompting instructions in improving the mathemat-
ical word problem-solving abilities of primary school students with intellectual 
disabilities. This study adopted a single-subject design with multiple probes across 
participants. The independent variable was the intervention mode of using a chat-
bot combined with video prompting instructions, while the dependent variable was 
the performance of the participants in solving mathematical word problems. The 
participants of this study were three primary school students with mild intellectual 
disabilities in grades 4–5. During the intervention period, the teaching activities 
using the chatbot combined with video prompting instructions were conducted. 
The intervention period consisted of a total of 12 sessions, with each teaching 
session lasting for 30 min. In the data analysis, a combination of visual analysis 
and the Tau-U test was used to analyze the results. Additionally, qualitative data 
from interviews with the participants and teachers were collected and utilized. 
The findings revealed a significant improvement in the participants’ accuracy 
of problem-solving after the instructional intervention. The Tau-U values exhib-
ited a large effect from the baseline period to the treatment period, indicating 
immediate learning effects. Furthermore, all three participants and their resource 
class teacher expressed a positive attitude towards the effectiveness of the instruc-
tional approach. This study provides specific recommendations and examples for 
future special education teachers on how to apply the integration of chatbots and 
video prompting strategies in resource classroom teaching. These suggestions can 
serve as a reference for developing relevant teaching materials, lesson plans, and 
conducting instruction. 

Keywords: Chatbot · Mathematical word problem-solving abilities · Primary 
school students with intellectual disabilities · Video prompting strategy 

1 Introduction 

The ability to solve mathematical word problems was a crucial means for students to 
tackle and resolve unforeseen issues in daily life [1]. Students with intellectual disabili-
ties often encountered challenges when confronted with mathematical word problems, as
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their problem-solving abilities were often insufficient [7]. Despite possessing adequate 
reading and mathematical computation skills, they still struggled with problem-solving 
in applied scenarios. In recent years, there had been a growing recognition of the impor-
tance of using technology to assist special education students in their learning process. 
Technological interventions had gradually gained attention, as they had the potential to 
make learning more enjoyable and effective for students. 

Video modeling (VM), which provided positive demonstrations, aligned with the 
principles of social learning theory, suggesting that learning occurred through observa-
tion and imitation. Students could acquire targeted skills by observing and imitating the 
content presented in videos [10]. Video prompting (VP) instruction, a variation of VM, 
differed in that it broke the video into segments, playing one small portion at a time, 
reducing students’ cognitive load and enhancing their learning outcomes [4]. VM and 
VP benefited from the development of handheld device technology in recent years. The 
research in this area increased, and these instructional approaches demonstrated positive 
teaching outcomes, thus becoming evidence-based teaching strategies [5, 12]. However, 
in the instructional process using VM or VP, students were often constrained by issues 
related to video playback, limiting the potential for self-directed learning. Therefore, 
selecting a suitable video playback interface was an important consideration [11]. 

In recent years, there was an increasing focus on exploring the impact of chatbots in 
education [3]. Both retrospective articles from 2021 indicated that research on chatbots 
in the field of education was being given significant attention, with a noticeable rise in 
the number of published articles in the past three years [6, 9]. The majority of research 
on chatbots in education primarily focused on language learning and communication 
training because these studies were most directly related to the functionalities of chatbots 
[6]. For example, studies utilized chatbots to assist teachers in delivering instruction 
in multimedia courses, and the results revealed that chatbots could enhance learners’ 
performance [8]. In the domain of special education, research on chatbots was still in 
its early stages. A literature review from 2020 on chatbot assessments for students with 
special needs pointed out that out of 192 relevant articles on chatbot assessments, only 
15 were related to individuals with disabilities or special needs [2]. Currently, there is a 
lack of systematic approaches and sufficient research to evaluate the impact of chatbots 
on students with disabilities. 

Therefore, the purpose of this study was to explore the effectiveness of using a chatbot 
combined with video prompting (VP) instructions in improving the mathematical word 
problem-solving abilities of primary school students with mild intellectual disabilities. 

2 Methodology 

2.1 Participants 

The participants consisted of 3 elementary school students with mild intellectual dis-
abilities in grades 4–5. Table 1 profiles the participants. They were all placed in resource 
classes to receive special education services and received full separate instruction for 
Mandarin Chinese and Mathematics in the resource class.
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Table 1. Participants’ information and characteristics. 

Pseudonym Andy Bella Charlie 

Grade 
(age) 

Fourth grade 
(10 years old) 

Fourth grade 
(10 years old) 

Fifth grade 
(11 years old) 

Gender Boy Girl Boy 

Disability Intellectual disability 
(mild) 

Intellectual disability 
(mild) 

Intellectual disability 
(mild) 

IQ test WISC-V: 66 WISC-IV: 70 WISC-IV: 69 

Note. WISC-V = Wechsler Intelligence Scale for Children-5th Edition; WISC-IV = Wechsler 
Intelligence Scale for Children-4th Edition 

2.2 Procedure 

This study employed a single-subject design known as the multiple-probe across par-
ticipants design. The independent variable was the intervention mode of combining a 
chatbot with VP, while the dependent variable was the performance of the participants 
in solving mathematical word problems, specifically measured by the accuracy of their 
answers on the assessment sheets. During the baseline period of the study, no instruc-
tional strategies were implemented, and data collection for the baseline was conducted 
using math word problem assessments developed by the researcher. The intervention 
period involved engaging in instructional activities utilizing the chatbot combined with 
visual prompts. The intervention was implemented a total of 12 times, with each ses-
sion lasting for 30 min. Two weeks after the final instructional activity, the maintenance 
phase assessment was conducted using the same evaluation methods as the baseline and 
intervention periods. 

2.3 Materials 

The teaching materials were presented through a LINE chatbot interface, which dis-
played VP for each step of solving the word problems. The teaching materials using 
the LINE chatbot interface are illustrated in Fig. 1. VP for solving the word problems 
included 6 steps: reading the problem, highlighting key information, drawing a diagram, 
writing an equation, solving the problem, and checking the solution. Participants could 
simply click on the corresponding icon buttons without having to input text, and the 
corresponding video demonstrating each step were played. The instructional process 
focused on allowing the participants to interact with the chatbot independently shown as 
Fig. 2. The teacher provided least to most prompts and clarifications when the students 
provided incorrect answers or did not respond for more than 10 s.



206 C.-L. Wu

Fig. 1. The LINE chatbot interface displays six steps for problem-solving in the application.

2.4 Interobserver Agreement 

We randomly selected three test results from each participant to compare inter-rater 
reliability, and the comparison results showed 100% agreement. 

2.5 Data Analysis 

In the data analysis section, visual analysis and the Tau-U test were employed for data 
analysis. From visual analysis, we could observe the performance trends of the partic-
ipants across different phases. Tau-U test, through testing the effect size, measures the 
effect of the independent variable on the dependent variable.
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Fig. 2. The participants were able to independently operate the LINE chatbot.

3 Results 

The single-subject graphs for the three participants are shown in Fig. 3.
For Andy, the average correct answer rate during the baseline period was 40.3%. 

After the instructional intervention, the average correct answer rate increased to 60.2%. 
There was a noticeable upward trend during the intervention period, followed by a 
stable performance. There was a significant improvement in learning outcomes from 
the baseline to the intervention period, with a Tau-U value of 1 (CI90% [0.435, 1], p 
= 0.2963). During the maintenance phase, the average correct answer rate was 81.5%, 
indicating maintenance of learning effects. The Tau-U value from the intervention to 
the maintenance period was 0.861, showing a moderate effect (CI90% [0.228, 1], p = 
0.0253). 

Bella showed a significant improvement in learning outcomes from the baseline to 
the intervention period, with their average correct answer rate increasing from 2.8% to 
38.4%. There was an unstable upward trend observed during the intervention period. 
This improvement was indicated by a Tau-U value of 1 (CI90% [0.367, 1], p = 0.0094). 
During the maintenance phase, although the average correct answer rate decreased to 
22.2%, it remained higher than the baseline average, demonstrating the maintenance of 
learning effects. The Tau-U value from the intervention to the maintenance period was 
−0.67, indicating a moderate effect (CI90% [−1, −0.034], p = 0.0833). 

Charlie exhibited a significant improvement in learning outcomes from the baseline 
to the intervention period, with their average correct answer rate increasing from 19.4% 
to 60.2%. During the intervention period, there was an unstable upward trend observed. 
This improvement was supported by a Tau-U value of 1 (CI90% [0.435, 1], p = 0.0036). 
During the maintenance phase, although the average correct answer rate decreased to 
37.0%, it remained higher than the baseline average, indicating the maintenance of
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Fig. 3. Accuracy rates of the three participants in answering mathematical word problems at 
different stages.

learning effects. The Tau-U value from the intervention to the maintenance period was 
−0.778, suggesting a moderate effect (CI90% [−1, −0.145], p = 0.0433). 

4 Discussion 

The three participants showed a high level of acceptance towards the combination of 
LINE chatbot and VP in their instruction. They all enjoyed the learning approach of 
watching videos through the LINE chatbot interface, and they felt more focused during 
the learning process. This finding is similar to the results of previous research that 
utilized VM combined with augmented reality (AR). By reducing the cognitive load 
associated with operating interfaces, students can concentrate more on the learning 
content presented in VM [11]. 

In this study, we utilized the LINE chatbot as the interface for the participants to 
engage in learning through repeated viewing of VP. During the learning process, students 
followed the steps demonstrated in the videos and performed the operations accordingly.
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If they encountered difficulties or did not understand certain parts, they had the option 
to replay the videos until they completed all the steps. In these situations, the teacher’s 
approach was to guide the students to rewatch the videos and highlight the key points 
for them to focus on, rather than directly intervening in the teaching process. The results 
indicated that although all three students showed immediate improvement, only one of 
them maintained the effectiveness over time. This could be attributed to the fact that 
the process of solving application problems requires more than just following structured 
problem-solving steps; it also involves timely discussions and clarifications to help stu-
dents grasp the underlying meaning and internalize the problem-solving approach. The 
chatbot used in this study was limited to providing responses to closed-ended questions 
and did not possess the real-time feedback and problem-solving capabilities of an Arti-
ficial Intelligence Generated Content (AIGC). Future research that integrates AIGC is 
expected to enhance students’ learning outcomes even further. 

To conclude, based on the observations during the research process and the experi-
mental results, it can be concluded that using a combination of a LINE chatbot and VP 
provides a conducive environment for student-driven learning and enhances their ability 
to engage in independent learning. This study offers concrete suggestions and exam-
ples for integrating chatbot technology with video prompts in resource class teaching, 
serving as a valuable reference for future special education teachers when developing 
instructional materials and lesson plans. 
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Abstract. This article describes the implementation of a prototype educational 
mobile application for visually disabled students, prepared in the form of a research 
tool. This tool allows students to explore the features of polynomial functions by 
audibly analyzing their graphs. The core of the tool is to explore the graph of the 
drawn function. It is implemented using audio feedback that reflects the position of 
the indicator relative to the function graph line and the value of the nearest point on 
the graph. This type of sonification is performed through sound waves synthesized 
in real time with an amplitude that is a function of the distance of the indicator from 
the graph line. The research goal is to verify which of the feature parameters of the 
audio graph are most suitable for graph exploration. The following features of the 
graph sonifying oscillator can be analyzed: type (sinusoidal, square, triangular, 
sawtoothed), base tone, sound sampling frequency, buffer size, amplitude decay 
threshold. The above-mentioned parameters can be properly configured, adapting 
the sound of the charts to the features of the mobile device’s touch screen and the 
student’s hearing capabilities. 

Keywords: Sonification · Chart · Education · Mobile Application 

1 Introduction 

Accessibility of mobile applications for people with visual disabilities can be provided 
by mechanisms built into the devices’ operating systems. These include a whole set of 
accessibility features, such as a screen reader, audio confirmation of entered characters, 
and high screen contrast settings for people who are only partially blind. It can be easily 
seen that the main way of informing the user about what is happening in the application is 
sound. There are different degrees of visual impairment, but Text-To-Speech (TTS) is an 
integral part of any mobile app accessibility solution for people with visual disabilities. 
However, TTS is problematic when exploring an area that is not a set of discrete objects. 
Such a case is the linear graph of a mathematical function. Our research goal is to check 
what way of auditory representation of a mathematical function is best understood by 
students with visual disabilities.
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2 State of Art 

Auditory rendering of mathematical function graphs in mobile applications is a bur-
geoning field aimed at enhancing accessibility and user experience. These applications 
utilize sonification techniques to convert mathematical data into sound representations, 
enabling users to perceive and interact with graphs through auditory feedback. 

Ibanez and Mateos [1] provide an extensive review of sonification methods tailored 
for mobile platforms, emphasizing their potential to facilitate understanding of com-
plex mathematical concepts. Similarly, Gnesdilow and Kobylkina [2] explore specific 
approaches for representing mathematical functions in mobile apps, with a focus on 
usability for individuals with visual impairments. Additionally, Sánchez, Gómez, and 
Pérez [3] investigate practical implementations of audio representation in mobile appli-
cations, highlighting its effectiveness in making mathematical data accessible to visually 
impaired users. In the article entitled “Mobile Audio Games Accessibility Evaluation for 
Users Who Are Blind” [4], Araújo et al. provide examples of the use of multi-channel 
audio to achieve a three-dimensional effect and indicate the position of important game-
play elements and specific sound signals for individual actions to easily distinguish 
occurring situations. A completely different approach to creating a game accessible to 
people with visual disabilities was presented by Leporini and others in “A Mobile Edu-
cational Game Accessible to All, Including Screen Reading Users on a Touch-Screen 
Device” [5]. The mobile educational game presented in the article had an appropri-
ate graphic and sound background referring to the real world, which was supposed to 
make the subsequent stages of the game more diverse and interesting. When discussing 
voice interfaces, we must also mention the Speech-To-Text (STT) technology, which has 
developed very dynamically over the last few years, but is still not without problems. 
Users using this mechanism often encounter frustration, which comes down to trying to 
cope with the problem by changing the articulation, tone or volume of the voice data 
entered. These types of issues were discussed in article titled “Patterns for How Users 
Overcome Obstacles in Voice User Interfaces” published by Mayers et al. [6]. 

Advancements in mobile technology have facilitated the development of sophisti-
cated auditory graph drawing apps with high-quality sound rendering and responsive 
user interfaces. Despite challenges such as ensuring accuracy and clarity of auditory 
representations, ongoing research and development efforts aim to address these issues 
and further improve the usability and effectiveness of auditory graph drawing appli-
cations. During our review, we highlighted some existing solutions. Certainly the most 
interesting and adequate solution in the field under consideration is the Desmos graphing 
calculator. It is available as a mobile and web application available at desmos.com. Its 
accessibility features were described by Brauner [7]. A more stripped-down solution 
in the field is Wolfram Alpha, available as a mobile or web application at wolframal-
pha.com [8]. It does not have the same degree of interactivity in terms of sonification 
and reading of chart properties as Desmos, but the creators made an effort to specify 
sonically characteristic places and shapes of the charts in question. As for the solutions 
already discussed, GeoGebra, available as a mobile and web application at [9], is in the 
middle in terms of the provided functionalities. Functionally, it is almost the same as the 
database provided by the Desmos graphing calculator, but it does not have the ability 
to sonify charts and does not use the TTS mechanism, but it also allows for drawing
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three-dimensional charts and solving geometric problems. In the context of graphing cal-
culators, the only documented and used means ever attempted to sonify function graphs 
was TTS and replaying a short, previously generated signal. Sample experiments are 
documented in the article “Math Graphs for the Visually Impaired: Audio Presentation 
of Elements of Mathematical Graphs” by Jeongyeon et al. [10]. 

3 Methodology 

We started our research work with a review of the state of the field, taking into account 
existing solutions in the form of mobile and web applications. The next step was to 
gather information about math teachers’ expectations for a fully accessible mobile math 
app that demonstrates audible function graphs. They were used to define functional 
requirements. Based on them, a prototype was implemented. 

All features of the sound representing the mathematical function and the graph area 
are made available in the form of configurable parameters in the application configura-
tion. Thanks to this, we obtained a useful research tool. The tool uses the Text-To-Speech 
engine to emit voice information about special points on the chart (e.g. minimum, max-
imum, zero places). In addition, the Speech-To-Text mechanism was used to issue voice 
commands so that the student could operate the application without the teacher’s help. 
Then, it was planned to define coefficients describing the degree of sound in the graph 
of a mathematical function. 

The last step will be to verify the usability of the mobile application and 
experimentally determine threshold values for selected sound parameters of the graphs. 

4 Implementation of Audible Mobile Application 

The following functionalities of the mobile application have been implemented:

• drawing graphs of polynomial functions with integer coefficients and degrees
• navigation and providing function patterns and visibility intervals via voice using 

STT mechanism, using a predefined set of commands. Some of them require the user 
to enter parameter values sequentially

• “discovering” function graphs using sound by exploring the screen with a pointer -
sonification by using the TTS mechanism to read the position of the indicated point 
and the digital oscillator

• configuration of every aspect of the application: 

sound options: type of oscillator sonifying the graphs, base oscillator tone, oscil-
lator sound sampling frequency, buffer size for the oscillator, amplitude extinction 
threshold, length of TTS intervals between phrases 
chart options: density of points on the graph, background, axis, line and label colors, 
thickness of the graph lines, selection of automatic or manual range of values on the 
y axis, graph grid density. 
graph exploration options: tolerance of the distance of the indicator from the graph 
line for sonication with an oscillator, tolerance of the distance of the pointer from the 
graph line for reading properties point via TTS.
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When analyzing possible use cases, it was assumed that the user is an assisted 
student, i.e. one who can use the application fluently, using accessibility settings or 
teacher assistance. In the example scenario, the user wants to draw the graph of the 
function f(x) = x2 − 2x + 2. To do this, he first enters the command in the form of the 
sentence “Draw the function.” The key word “function” is recognized and the user is 
sequentially asked to enter the formula for a polynomial function in general form. Says 
the phrase “x squared minus two x plus two.” The graph of the function shown in Fig. 1 
is drawn, and TTS repeats the equation entered by the user. The visibility range remains 
the default for now - from x −10 to 10, y −100 to 100. 

Fig. 1. Graph of the function f(x) = x2 − 2x + 2. 

Next, the user wants to change the visibility range of the function so that only positive 
y values from 0 to 10 in the range x 0 to 4 are visible. He enters the command in the 
form of the sentence “Select range.” The key word “range” is recognized and the user 
is asked to enter four arguments, respectively, representing the minimum and maximum 
values of the x and y ranges. The user says “zero”, “four”, “zero”, “ten”. After each 
number spoken, TTS comments on the entered value and the chart is redrawn, taking 
into account the new range. This allows it to easily deselect a range by entering a return 
command. If the user wants to recognize the location of the chart axes, he or she enters 
the command in the form of the sentence “Describe the axes.” The key word “axes” is 
recognized and the previously set range is read to the user. 

To accurately recognize the shape and location of the chart, the user uses the sonifica-
tion function of chart lines and axes. To do this as quickly and conveniently as possible, 
he decides to turn on the mode of reading chart points. Enters a command in the form of 
a sentence “Enable points mode.” The keyword “point” is recognized and from now on 
the user is able to receive voice information about the location of each indicated point.
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If the user has drawn a function for which he or she is curious about the location of 
the zeros. In order to find them easily, it introduces the command “Enable zero places 
mode.” The “place” keyword is recognized and from now on, oscillator sonification is 
performed only for x-intercepts. 

5 Audio Graph Parameters 

The application defines many parameters of the mathematical function graph mentioned 
in the previous chapter in the description of configurable elements. Some of them are 
related to the sound characteristics, which allow us to experiment with different values. It 
is also possible to select the oscillator type: (sinusoidal, square, triangular, sawtoothed). 
As a consequence, we are able to calculate the overall sound fill factor of the graph. 
For any point P located in the available area of the Cartesian coordinate system, we can 
determine the sound amplitude value depending on the distance from the line representing 
the mathematical function and the characteristics of the generated signal. Then it is 
possible to develop a map of points on the device’s screen surface, for which we calculate 
the amplitude. The average value of the amplitude for all points will be called the sound 
fill factor S. It can be calculated as a definite integral of a function of two variables, 
which is called a double integral. 

6 Conclusions 

While verifying the operation of our prototype graphing calculator, we found that for 
large areas of the touch screen, where S = 0, a visually impaired user may have trouble 
locating the line presenting the function while exploring the screen. A completely blind 
user has no such chance at all. On the other hand, when a sound is emitted at every point 
on the screen, searching for the graph lines is very tedious. Our conclusion and recom-
mendation is therefore that graphing calculators should automatically scale the graph 
of the mathematical function so that the saturation of the area with sound ensures ease 
of finding information (areas with audible sound are easily found), while not exceeding 
the maximum threshold in order to avoid excessive information noise. 

The next step in our research will be testing the values of individual parameters of 
audible graphs (including the saturation coefficient) with the participation of students 
with visual impairments. The results will allow us to clarify guidelines for designers of 
mobile mathematical applications with audio function graphs. 
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Abstract. We developed a programing education tool “P-CUBE3”,
which uses blocks with tangible information as its language. P-CUBE3
can control audio output by placing HIRAGANA (Japanese character)
blocks on a “program mat”, and also implements an operation history
acquisition system that can record the type of block, its position, and
operation time. We conducted a hands-on programming lesson for visu-
ally impaired and sighted people, and analyzed the operation history
data when they worked on a task program in the lesson. Participants in
the lesson were classified into four groups according to whether they had
programming experience or not and whether they had visual impairment
or not. We classified the programming process into several patterns, and
analyzed the relationship between the patterns using a co-occurrence
matrix. We report on the characteristics of the programming process for
the visually impaired and sighted.

Keywords: tangible user interface · programming learning
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·
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1 Introduction

The emergence of new technologies and services such as big data and the IoT is
expected to advance the sophistication and diversification of IT utilization [1].
Consequently, it is anticipated that the demand for IT will continue to increase,
posing a renewed challenge of shortage of IT personnel. Therefore, there are now
more and more opportunities for children to learn programming. Many tools
used in programming education rely on PCs or tablets, and there is concern
that users unfamiliar with operating information devices or those with visual
impairments may develop aversions due to difficulties in handling equipment or
applications. Against this backdrop, we have been developing a series of tan-
gible block-based programming tools called the P-CUBE series [2,3] targeting
programming beginners, including individuals with visual impairments. The sys-
tem has been improved so that users can learn not only “sequential”, “if”, and
“loop” but also “subroutine” concepts.
cO The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Miesenberger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 217–224, 2024.
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In the conventional P-CUBE series, user comprehension was assessed through
a paper-based test that were conducted, neglecting an evaluation of the program-
ming process. Moreover, the paper-based test itself is difficult to implement for
the visually impaired. Therefore, we developed a function to record the history
of block operations and named the implemented version P-CUBE3. The present
study aims to construct an analysis method for the programming process for
individuals using operation history data for P-CUBE3.

2 P-CUBE3

2.1 System Configuration

Figure 1 shows the system configuration for P-CUBE3. This tool is capable of
building programs and controlling audio output by arranging physical program-
ming blocks on a “program mat”. Information regarding the programming blocks
can be obtained from radio-frequency identification (RFID) tags attached to the
blocks, which are read by RFID readers attached to the program mat.

Fig. 1. P-CUBE3 system configuration

2.2 Operation History Acquisition System

P-CUBE3 is equipped with an operation history acquisition system using RFID
readers. Figure 2 shows an example CSV file containing operation history data.
Each time a block is placed or removed, this information is recorded, together
with the time of the operation, the mat frame number, and the block type.

Fig. 2. Example of operation history data
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3 Hands-On Programming Lesson

3.1 Lesson Content

We conducted a hands-on programming lesson using P-CUBE3 for visually
impaired and sighted children and obtained operation history data. We asked
the participants to work on tasks T1-T3 after explaining how to use P-CUBE3.
Figure 3 shows an example of block placement for T1-T3. In Japanese, water-
melon is “SU I KA” and melon is “ME RO N”.

T1: Say the word “SU I KA” repeatedly.
T2: Say “SU I KA” if switch is ON and “ME RO N” if switch is OFF
T3: Repeatedly say “SU I KA” if switch is ON and “ME RO N” if switch is OFF

Fig. 3. Example of block placement for T1-T3

3.2 Lesson Participants

Seven visually impaired persons and 10 sighted persons participated in the exper-
iment. The participants were classified according to their programming experi-
ence (P-NP) and visual impairment (V-S) as follows. The school grade (as an
indicator of programming experience) and the visual abilities of the participants
are shown in Table 1.
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PV: Visually impaired with programming experience
PS: Sighted with programming experience
NPV: Visually impaired with no programming experience
NPS: Sighted with no programming experience

Table 1. Lesson participants

Participant Grade Visual symptom Participant Grade Visual symptom

PV1 12th weak sighted PS1 4th sighted
PV2 7th weak sighted PS2 4th sighted
PV3 10th blind PS3 3rd sighted
NPV1 10th weak sighted NPS1 2nd sighted
NPV2 9th weak sighted NPS2 2nd sighted
NPV3 9th blind NPS3 2nd sighted
NPV4 2nd blind NPS4 1st sighted

NPS5 1st sighted
NPS6 1st sighted
NPS7 1st sighted

4 Pre-processing of Operation History Data

4.1 Parameters for Evaluating Programing Process

The parameters used to analyze the operation history data are:. Bd (Block Edit
Distance) is a measure of the workload, and refers to the Levenshtein distance
[4], Ne is the number of necessary blocks for correct placement, and Ex is the
number of extra blocks for correct placement [3].

In order to analyze the programming process, it is necessary to capture the
parameter changes at each step of block operation. Since for a single step, each
parameter can have a value of “Down“, “Constant”, or “Up”, there are 27 possible
patterns, as shown in Table 2. The gray rows indicate patterns that occur in a
single block operation. These are designated P1-P6 (from top to bottom) and are
described below. Operations P1-P3 are correct operations, and P4-P6 are incor-
rect. In addition, a special block operation called the “transfer block” is required
to execute the program. This operation is designated P0 and is not included
in the parameter calculations. Figure 4 shows the parameters and patterns for
correct block placement for the word BUDOU (grape in Japanese).
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Table 2. Parameter change sequence

Pattern Bd Ne Ex Pattern Bd Ne Ex Pattern Bd Ne Ex

1 Down 10 Down 19 Down
2 Down Const 11 Down Const 20 Down Const
3 Up 12 Up 21 Up
4 Down 13 Down 22 Down
5 Down Const Const 14 Const Const Const 23 Up Const Const
6 Up 15 Up 24 Up
7 Down 16 Down 25 Down
8 Up Const 17 Up Const 26 Up Const
9 Up 18 Up 27 Up

P0 Transfer block operation
(program execution)

P1 Placing a block in the correct sequence
(Bd: Down, Ne: Down, Ex: Const)

P2 Selecting an extra block
(Bd: Down, Ne: Const, Ex: Down)

P3 Selecting a block placed in the wrong sequence
(Bd: Down, Ne: Up, Ex: Const)

P4 Placing a block in the wrong sequence
(Bd: Up, Ne: Down, Ex: Const)

P5 Placing an extra block
(Bd: Up, Ne: Const, Ex: Up)

P6 Selecting a block placed in the correct sequence
(Bd: Up, Ne: Up, Ex: Const)

Fig. 4. Parameters for block operation
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5 Analysis Methodology for Programming Process

5.1 Co–occurrence Matrix

The co-occurrence matrix represents the number of times multiple elements (usu-
ally words or terms) occur simultaneously, and can be used to visualize the
relationship between elements.

In the present study, we use a co-occurrence matrix to analyze the relation-
ships between the patterns described in Sect. 3.1. Table 3 shows the co-occurrence
matrix for the data acquired during the hands-on programming class using P-
CUBE3. By referring to the elements shown in Table 1, the co-occurrence matrix
shows the frequency of relationships between patterns, such as “P1 followed by
P3 77 times”. In this manner, the co-occurrence matrix can be used to analyze
the trend of pattern changes.

Table 3. Co-occurrence matrix for patterns

n+1 P0 P1 P2 P3 P4 P5 P6
n

P0 55 12 4 24 9 0 28
P1 120 697 11 77 106 20 219
P2 1 30 5 3 5 5 4
P3 3 144 4 108 80 7 77
P4 7 80 1 146 119 7 43
P5 1 19 25 4 5 5 0
P6 1 269 3 17 59 2 74

5.2 Pattern Breakdown by User Group

Figure 5 shows pie charts indicating the breakdown of correct and incorrect oper-
ation patterns for the user groups described in Sect. 3.2. Four different patterns
are considered:

CC: Correct operation followed by correct operation.
CI: Correct operation followed by incorrect operation.
IC: Incorrect operation followed by correct operation.
II: Incorrect operation followed by incorrect operation.
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Fig. 5. Breakdown of operation patterns for different user groups

5.3 Chi-Squared Test

In order to determine the relationship between operation patterns and user char-
acteristics, comparisons were made between groups of users with and without
programming experience (PV-NPV, PS-NPS) and visually impaired and sighted
users (PV-PS, NPV-NPS). The results are shown in Table 4. Test 1 compared
the relative number of CC to CI operations, to give an indication of the likeli-
hood of continuously correct operations for each user group. Test 2 compared the
relative number of IC to II operations, to give an indication of the likelihood
of continuously incorrect operations.

We would expect a higher level of programming proficiency to result in a
larger percentage of CC and a smaller percentage of II. Therefore, it is expected
that the percentage of CC would be larger and the percentage of II would be
smaller for those with programming experience. In addition, visually impaired
persons are expected to perform unintended operations due to limited visual
information, and are thus more likely to perform incorrect operations. Therefore,
it is expected that the percentages of CI and II will be larger for visually
impaired persons

In Table 4, results for which significant differences are found are shown in
red. It can be seen that for Test 1, significant differences are found between the
PV-NPV and PV-PS groups, whereas for Test 2, significant differences are found
between the PV-NPV and PS-NPS groups.

Table 4. Chi-squared test results

PV-NPV PS-NPS PV-PS NPV-NPS

Test 1 0.0001 0.184 0.015 0.666
Test 2 0.003 0.023 0.77 0.931

5.4 Discussion

The results of Test 1 gave a relatively larger number of CC operations for the
PV group than for the NPV group, indicating that experienced programmers
tended to perform more continuously correct operations. The relative number of
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CC operations for the PV group was actually larger than that for the PS group,
indicating a high number of continuously correct operations even for the visually
impaired. However, the participants in the PV group were in a higher school
grade than those in the other groups, which raises concerns that differences may
have arisen due to age.

The results of Test 2 showed significant differences when comparing the PV-
NPV groups and the PS-NPS groups. Since both comparisons involved partici-
pants with and without programming experience, the results indicated that the
likelihood of a series of erroneous operations was higher when the user did not
have programming experience.

6 Conclusion

We conducted a hands-on class using P-CUBE3 and analyzed the programming
process based on the operation history data obtained during the class. Param-
eters for evaluating block operations were defined, and the changes in these
parameters during user programming were classified as patterns. Patterns were
classified as correct or incorrect, and a co-occurrence matrix was used to compare
the continuity of correct or incorrect operations with or without programming
experience, and with or without visual impairment. The results indicated that
individuals with programming experience tended to perform more continuously
correct operations, whereas individuals with no programming experience showed
a higher tendency to perform a sequence of incorrect operations. No significant
differences were found between visually impaired and sighted subjects, suggest-
ing the possibility of age-related differences.
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Abstract. In the last few decades, remarkable progress has been made in the 
development of exact 3D solid models. This is mainly attributable to modern 
technology and techniques such as information technology, shape measurement, 
and digital manufacturing. 3D models enable blind people to experience the world 
through touch and are useful as tactile teaching materials not only at schools but 
also in lifelong learning. In this introduction, we will review previous work on 
tactile graphics and 3D models and then introduce the presentations in the current 
STS. 

Keywords: Tactile Graphic · 3D Model · Blind and Visually Impaired People 

1 Introduction 

Research on the use of tactile sense by blind and visually impaired people falls into 
the fields such as tactile perception, braille, tactile graphics, tactile symbols, three-
dimensional (3D) models, and so on. Of these, this STS mainly focuses on tactile graphics 
and 3D models. 

Research on tactile graphics has become active in the ICCHP since the transition 
of computer interfaces from CUI (character-based UI) to GUI (Graphical UI) and the 
rise of multimedia computers [1]. These changes have made it easier to handle visual 
information on computers, and the amount of visual information that people see has 
increased tremendously. Thus, the means to make visual information accessible to blind 
and visually impaired people became necessary. In this context, the development of 
graphic tactile displays to represent dynamically changing GUI screen has begun. 

Similarly the recent spread of 3D printers has led to an increase in research on 3D 
models for blind and visually impaired people. Before the rise of 3D printers, only skilled 
crafts could make elaborate models. Now, thanks to 3D printers, anyone can make such 
elaborate models only if 3D data are available. By making most of these state-of-the-art 
machines, many attempts are being made to increase the opportunities for blind and 
visually impaired people to touch 3D models.
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2 Tactile Graphics and Computers 

The first dynamic tactile graphic display would be Dot Matrix Display DMD 12060 
(Metec, Germany). In the 2000s, a tactile display using piezoelectric mechanism, the 
same technology as used in refreshable braille displays, was released from KGS, Japan. 
However, because of the low pin resolution with inter-pin spaces of 3 mm and the 
high price, tactile graphic displays have not been widely used yet. In recent years, 
Orbit Research, the US, has newly released interactive tactile and braille computer, 
Graphiti (R). Also, American Printing House for the Blind is preparing to release mul-
tiline braille display, Monarch, which can render tactile graphics as well. They have not 
only developed the device but also are involving teachers for visually impaired students 
and collecting funds for its dissemination in education. 

Systems that automatically create tactile graphics from images or numerical data 
have also been studied extensively. When the image of an object is converted into tactile, 
important information of it is the shape. To extract the shape data out of the image, basic 
image processing techniques such as gray-scaling, binarization, and edge detection have 
been used [2]. However, images contain shadows and color information, which makes 
object shape recognition difficult. Furthermore, images are the converted form of the 
real world, which is intrinsically 3D, into 2D, and this also poses cognitive difficulties 
in imagining a 3D shape from 2D raised line graphics. 

It is easier to automatically generate deformed and symbolized tactile graphics, such 
as tactile graphs and maps [3], from numerical data than converting from images such 
as pictures. As for these tactile graphics, research is focused on the detectability and 
distinguishability of tactile symbols on the graphics, and the effect of shape and size of 
the symbols. 

In addition to tactile graphics, audio description is another means of conveying 2D 
information, and many studies have attempted to explain graphs with audio [4]. 

3 3D Models for Blind People 

In the attempt of supplying 3D models to blind and visually impaired people, some 
aspects are the same as and some others are different from research on 2D tactile graphics. 
The difference is that tactile graphic displays have been developed solely for blind 
and visually impaired people whereas 3D printers have been developed for the general 
public. For this reason, 3D printers and photogrammetry technology, which creates 3D 
data from images of an object, are being improved by many companies in the general 
market steadily and significantly each year. Therefore, the research on and practice of 
the use of 3D technology for blind and visually impaired people have been focused on 
verification of its usability, and research on the advantages of 3D models over tactile 
graphics is of particular interest, especially in production of tactile maps [5, 6]. For easily 
understand the 3D models by touch, attempts to clarify the requirements of production 
and explanation methods, and to create guidelines on this have been made [7]. This 
movement is similar to the creation of guidelines for tactile graphics such as the BANA 
guideline [8].
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4 Presentations in the STS 

In the current STS we have eight presentations. Three of them deals with tactile graphics 
and the other five 3D models. 

4.1 Tactile Graphics 

A new tool has been developed to automatically generate tactile graphic images of 
Chinese characters with an embosser. A few characters were made tangible in different 
font types and the readability of each font by touch were compared [9]. 

An accessible brainstorming tool has been developed, which is used in meetings and 
enables blind and visually impaired people to access to nonverbal and spatial information 
through computers, smartphones, and smartwatches [10]. 

As we mentioned above, color has been omitted in conventional tactile graphics 
creating methods. RainbowTact tried to address this issue by automatically translate 
color information to discernable tactile patterns. In its pilot study, participants were able 
to distinguish chromatic from achromatic colors well [11]. 

4.2 3D Models 

Two presentations focus on education of blind and visually impaired students using 
3D models. ShapeSpace kit has been developed for visually impaired students to learn 
geometry by folding 2D paper into corresponding 3D shapes [12]. 

One practical issue with the use of 3D models is how to attach labels to 3D models, 
which, unlike tactile graphics, are difficult to paste braille labels due to their complex 
shapes and rough surfaces. Point-and-Tap Interaction recognizes the point where the 
finger is pointed with the smartphone’s camera and reads aloud a description corre-
sponding to the point or object [13]. The number of repeated tapping changes the level 
of the information to be read. 

3D models of internal organs for anatomy classes has been improved. The user test 
demonstrated the effectiveness of the improvements [14]. 

The use of 3D models is progressing outside of education as well. Tactile panoramic 
relief of the city is an attempt to make the landscape 3D. It is not a simple map of the city 
but mimicking how the human eye perceive the world [15]. The first and third authors 
report the 3D model distribution service in Japan. How to continue this service after the 
end of the project that is public-funded is discussed [16]. 

5 Future Works 

In printing 3D models, blind and visually impaired people face the challenges of finding 
3D data on the Internet databases, creating 3D data, and operating the 3D printer (it is 
true that some blind and visually impaired people like the third author of this manuscript 
do these things by themselves, though). We think that these challenges will be the future 
research themes in this field.
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Abstract. In this paper, we report on the practical experience of designing a tactile 
representation of the view over a city and landscape from the elevated position 
of a hill, which was digitally created from a combination of various geographic 
data sources and photographs. The tactile relief is part of a permanent museum 
exhibition and is mounted on an outdoor balcony enabling all museum visitors to 
experience the breathtaking view. Unlike existing works, we intended to create 
a faithful tactile representation of the view, mimicking many aspects of how the 
human eye perceives the world. This includes correct panoramic projection, three-
dimensional representation of all buildings with realistic surface textures, correct 
depth layering, and plausible foreshortening not only in image space but also 
in depth. As perceived by the human eye, near objects are not only larger, but 
also have a more pronounced depth. We describe the entire process, from design 
considerations, focus groups, data acquisition, a depth-aware projection mapping 
algorithm, texture generation, the inclusion of markers and a legend pointing out 
important buildings, production, mounting, and final evaluation. 

Keyword: Design for All and Universal Design · Assistive Technology (AT) · 
(e)Accessibility · Tactile Relief 

1 Introduction 

In 2020, the Graz Museum has opened a new branch in the former Stall- and Cannon 
Bastion on the iconic Schlossberg. In addition to being an important part of Graz’s 
history, the location also offers an outstanding view of the city. As the museum is 
committed to being a museum for all, they intended to make this special view accessible 
to everyone. Based on talks with the city’s representative for inclusion, a site visit and 
two workshops with BVI people and representatives, the curators specified the basic 
concept as “a translation of the city view into a tactile model that makes the urban 
landscape with architecture, river, trees and horizon tangible for everyone, especially 
BVI people, conveying essential points of orientation.”
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2 Related Work and Hypothesis 

Trying to find references on how to realize the aforementioned concept, we searched the 
literature, and discussed our findings with the curators, design team and representatives 
of the target groups in aforementioned workshops. 

A large body of work focuses on tactile maps, i.e. top-down plans of streets and 
buildings. A good summary of recent developments has been collected by Cole [2]. These 
range from overview plans for limited regions, such as a campus, to multi-page atlases 
for entire cities or tactile globes [8]. While these are great for wayfinding and orientation, 
we wanted a more realistic, three-dimensional representation than line drawings. 

Examples of more realism are tactile city models, which are already available in 
many public places, mostly hand-modeled and cast in bronze (e.g. presented on the 
website [7]). These are good for getting an overview of a particular space, while also 
having detailed models of the different buildings. However, we wanted a representation 
that would convey the view from that specific point over the city and way beyond, as far 
as the mountains over 60 km away, which is not feasible with a scale model. 

If everything, up to the horizon should be included, we need something similar to 
the panoramic images often found at scenic overlooks, presented as prints or etchings, 
usually with names of points of interest. In our research, we found only a few panoramic 
examples that had been made accessible to BVI people. One example is a panorama by 
the artist Adolf Held mounted next to the Kaiserburg in Nuremberg, Germany, which 
combines a floor plan of the castle with a view of the city, consisting of rough outlines 
of rooftops with a few buildings highlighted as flat surfaces together with their names in 
Braille and raised type [4]. We wanted more realism, detail and a sense of depth, similar 
to an example by the artist Ádám Farkas in Budapest [7], which renders the view of the 
Buda Castle and Castle Hill in a diorama-like style. While this example is comparatively 
simple, from the ground looking up, where the hill naturally ends the visibility, our view 
is from the top of the Schlossberg hill looking down, with thousands of buildings and 
many kilometers of landscape in free sight. 

After discussions with the whole team, we posed the hypothesis, that a detailed 
panoramic relief, which would transform the exact panoramic view into a 3D tactile 
version, would be interesting for all people, and mounting it on the balcony would allow 
BVI visitors to experience the same view, alongside seeing visitors. It should not become 
a simple map of the city, but rather translate the visual qualities, the spatial proximity 
of the sights, the depth of perspective, etc. in a tactile way, mimicking how the human 
eye perceives the world. The remaining sections detail the design process, and gives an 
evaluation about how our hypothesis held in real-world tests. 

3 Data Acquisition 

As a reference for the relief design, we took a sequence of 32 photos with a Nikon D810 
DSLR camera and a 105 mm lens, standing at the future mounting point of the relief, 
and stitched them into a panoramic image (see Fig. 1a). In the tradition of panoramas 
mounted at lookout points, we initially chose a cylindrical projection map and cropped it 
to a region that included the main landmarks. After evaluating different projection options
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for the vertical direction with all involved, we chose an equirectangular projection. This 
projection has an even spatial distribution proportional to the viewing angle, similar 
to what a human would observe when scanning the view with their eye movements. 
Although this projection produces some horizontal squeezing at the top and bottom, it 
is more compact than the Mercator projection and allows us to show all the important 
areas on a relief of 1260 × 450 mm2, corresponding to a viewing angle of 88° × 31.5° 
centered on the main viewing direction. This was approved by all involved. 

Fig. 1. Stages of the relief development. a) Panorama photo as basis for the tactile version, taken 
at the mounting point. b) Rendering of the final CAD model. Such previews were used to discuss 
progress. c) The finished 1260 × 450 × 32 mm3 relief was CNC machined from DuPont Corian®. 

In contrast to tactile reliefs made from images only, where the missing depth infor-
mation has to be created (e.g. [1, 5]), in this case, the 3D geometry of the world is readily 
available. The City Surveying Office of Graz provided us with spatial data of the visible 
region in a variety of formats, most importantly digital elevation maps, building models 
derived from roof data, more detailed models of special buildings, and vegetation maps.
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Distant regions – where a high resolution is less important – were taken from publicly 
available elevation data. All sources were individually brought into a common Euclidean 
coordinate system. 

4 Projection-Mapping 

In order to bring the world space geometry into the relief space, a suitable projection 
method had to be developed. To be independent of the capabilities of the rendering soft-
ware, we performed the panoramic projection mapping directly on the geometry. First, 
a virtual camera was matched to the panoramic photo and optimized using correspond-
ing points marked in the photo and the 3D scene. The camera-space vertex coordinates 
(Xc, Y c, Zc), where Zc is the distance along the main axis of the camera, were trans-
formed into image-space coordinates (xi, yi, zi) using Eq. (1), and appropriately scaled 
and offset to match the pixel coordinates of the reference photo. 

xi = tan−1 Xc 

Zc 
, yi = tan−1 Yc √

Xc 
2 + Zc 

2 
, zi = 1 

√
Xc 

2 + Zc 
2 

(1) 

The transforms for xi and yi correspond to the standard equirectangular projection 
to match the projection of the panoramic image. As perceived by the human eye, near 
objects are not only larger, but also have a more pronounced depth. To mimic this obser-
vation in the depth zi of the relief, we chose the binocular disparity used in 3D computer 
vision. It measures the difference in the projection of a point on two horizontally spaced 
cameras, like the human eye, which is inversely proportional to distance. The difference 
in depth of near objects results in a greater difference in disparity, allowing the eyes to 
infer more detail in depth, than the same difference of far objects. This is how disparity 
creates the desired effect in the relief. As can be seen in Eq. (1), we ignore the up-axis 
(Yc) in the distance calculation so that the distance of a building remains constant over 
its entire height, resulting in a constant depth in the relief. 

The result is a nicely layered diorama-like relief, but it would have to be very thick 
for individual buildings to have enough depth to feel their shape and layering to adjacent 
buildings. Similar to the skew transformation performed in [6], we fit a plane to the 
ground, render its depth, and subtract it from the rendered geometry. This effectively 
compresses the relief depth, with the ground parallel to the relief plane, but preserves the 
local depth of the buildings, which are now tilted forward. This gives a good impression 
of depth all the way to the horizon and maximizes the sense of depth by utilizing the 
full height of the relief across the whole relief. In addition, important buildings were 
manually scaled in depth, as much as adjacent buildings would allow, for a more three-
dimensional look and feel. The resulting geometry was rendered into a depth map and 
further processed in this domain (see Fig. 1b for the final depth map). 

5 Additional Details, Points of Interest, and Legend 

Vegetation and water were specially filtered to create organic, soft shapes that contrast 
with the edgy buildings and are easily recognizable. Areas of vegetation were detected 
in the color image using color-based segmentation in an appropriate range of greens
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and browns. In these areas, the depth of the projected elevation map was filtered using a 
morphological opening filter with an elliptical structuring element that created a bumpy 
surface reminiscent of bushes or tree branches. 

Nearby buildings, such as the city’s landmark Uhrturm and the Chinese Pavilion 
were modeled in great detail. Bushes were virtually trimmed to free up views of the city 
and the Uhrturm’s unique clock hands. Many details and over 60 chimneys were added 
to the coarse building models to match the actual view. Thin features such as church 
spires were reinforced and slightly tilted backwards for mechanical stability. 

Fine details were extracted from the color photo using a series of filters and super-
imposed on the geometry as slight surface variations. In this way, even the roof shingles, 
windows and inscriptions can be felt. Cranes were removed from the photo and current 
construction sites were digitally completed to make the relief timeless. 

Tactile markers (see Fig. 1b and c) were designed to point out important landmarks 
without obstructing the view. The raised round shape is easy to recognize. A line points 
to the building. A Braille and raised letter refers to the legend, provided by blind experts. 
The lower left relief area would represent part of theSchlossberg and trees. As insufficient 
geometry was available, it has been flattened to accommodate the legend that names the 
major landmarks. Blind experts approved this idea, as this avoids long hand movements 
during tactile exploration, as is often the case with a separate legend. 

6 Production and Mounting 

The finished relief (see Fig. 1c) measures 1260 × 450 mm2 and is 32 mm high at its 
highest point. It was CNC machined from DuPont Corian® solid surfaces, a material that 
is weather resistant, pleasant to the touch, does not heat up excessively in direct sunlight, 
and can be machined to a high level of detail. Since the material is only available in 
thicknesses of up to 19 mm, two boards were glued together using Corian glue, which 
is almost indistinguishable from the solid material. In December 2020, the relief was 
mounted outdoors on the balcony railing with a metal structure that allowed for thermal 
expansion. According to regulations, it is mounted at a height of approximately 80 cm, 
is fully wheelchair accessible and at a comfortable height for adults while still being 
reachable for children (see Fig. 2). 

Fig. 2. The tactile relief mounted at the balcony, allows perceiving the view even in bad weather.
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7 Evaluation 

In the 3.3 years, since the installment of the relief end of 2020 until the end of March 
2024, the museum has counted 172,732 visitors, of which most have seen the relief. Three 
main evaluation rounds were conducted. The first evaluation round was conducted as a 
workshop with five BVI persons on June 31st 2021. Four persons were legally blind, and 
one person was visually impaired with 20% visual sight. The feedback was provided 
during a guided museum inspection including the relief, which also resulted in an audio-
guide for the whole museum [3]. The second evaluation round comprised feedback from 
around 50 to 60 BVI persons who participated in special guided tours through the entire 
exhibition including the relief and occasional feedback from other visitors and museum 
staff. Since the installment of the relief, 3–4 special guided tours each year with around 
3–10 BVI persons for each tour have been conducted so far. The feedback of those 
persons was gathered by two different museum guides who then forwarded the given 
feedback to us. The feedback conducted in the wild was less structured than the feedback 
of the workshop round, but it is of high value as it gives us important feedback on the 
relief in the real world and daily usage irrespective of weather conditions and daytime 
since its installment. The third evaluation round was conducted as a group session at the 
museum in form of structured interviews deepening on feedback gathered so far, with 
three fully blind persons, one visually impaired person and one orientation and mobility 
trainer on April 8th 2024. The feedback of the three evaluation rounds was structured 
into (a) overall impression, (b) location/placement, (c) comprehension of perspective, 
(d) haptics, and, (e) contrast. 

The (a) overall impression was perceived positively by the participating persons, 
especially as none of them had ever seen a relief with these specific features before. 

The evaluating participants liked the (b) location and the placement of the relief at the 
exact spot where the panoramic photo was taken. BVI people could then simultaneously 
understand what sighted people see from there. The outdoor placement of the relief 
was sometimes perceived as disturbing. Some people did not want to touch the relief 
because of pollution caused by environmental exposure. Dirt or traces of rainwater were 
an unpleasant surprise and negatively influenced the experience. For booked tours for 
BVI people, this was not a problem, as the surface was cleaned before the tour arrived. 
In order to improve the situation, draining holes could be made retrospectively in places 
where water collects and a canopy could be installed. 

The idea of a (c) perspective visualization was perceived as very good in itself, as 
most BVI persons are not yet familiar with models of this kind and it therefore enables a 
completely new perspective. However, people who are blind from birth have no concept 
of perspective and have never learnt how to imagine a view. Those people could not 
understand the relief very well without help. Blind people usually perceive maps or 
models from a bird’s eye view. It therefore took them some time to get used to this 
impression and to grasp it. In general, many blind people have difficulties with two-
dimensional views of objects. Therefore, a tactile model that depicts the buildings and 
surroundings in three dimensions would be good for understanding the relations. In 
combination with explanations from the tour guides or an audio guide, however, they 
managed to get a sense of it. The audio guide could be improved, by giving more details 
to selected buildings, and could offer an introduction to perspective for people who
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are new to that concept. Nevertheless, when asked specifically, people could perceive 
nearer objects as larger, could detect prominent buildings like church towers and found 
it interesting to learn how the human eye perceives the world. 

The (d) haptics of the material was perceived as pleasant, compared to metal models 
in particular. The evaluating BVI persons realized the different haptic surfaces and 
what they stand for only with visual assistance and guided help. It would be ideal if 
buildings had a different surface structure than trees and shrubs. We specifically made the 
vegetation more rounded in design and left the houses more angular; however, feedback 
showed that this was not enough. In order to be able to work these out independently by 
BVI persons, a corresponding legend with the respective tactile section and its respective 
meaning would be necessary, for example “smooth undulating surface” for vegetation 
along a river. Some types of visualization in the tactile panorama also differ from those 
usually used in tactile maps, e.g. ripples for water. 

Visually impaired people negatively mentioned the missing (e) contrast, the  
monochromatic design and the white surface of the relief. It would be desirable to 
have a better color contrast on the raised text, and, e.g. individual buildings highlighted 
in different colors, especially those buildings that appear in the legend. Indeed, a multi-
coloring of the relief was discussed during design, but then discarded for budget reasons. 
The problem was somehow tackled by offering support by an audio guide, but coloring 
is indeed an important aspect to consider for future work. We are also evaluating ways 
to add color subsequently. 

8 Conclusion and Future Work 

We presented a method for creating a viewpoint for BVI people that aims to faithfully 
translate the visual experience into a tactile relief based on a combination of photographs 
and 3D GIS data. The resulting relief is now part of the permanent exhibition and has 
already been examined by many visitors, including groups of BVI people. Initial feed-
back from museum staff and visitors has been very positive. Blind and sighted visitors 
can experience it side-by-side, and it fits the inclusive direction of the exhibition. It can 
be read like similar non-tactile panoramas, but adds a sense of shape and depth. The 
evaluation indicates that there is a general interest in tactile reliefs of such views; how-
ever, many aspects can be improved. People not familiar with the concept of perspective 
would need special learning material, different objects need a more clear differentiation, 
e.g. by texture, and contrasting colors are important for visually impaired people. Com-
prehension could be further improved by an in-depth audio guide. In a follow-up work, 
we intend to improve these issues, and investigate ways to transform this procedure into 
an automatic workflow that could generate a similar relief from any viewpoint on Earth, 
as long as elevation data of the visible region are available in sufficient detail. 
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Abstract. This study established an enhanced tabletop model of internal organs 
designed to anatomy learning for students with visual impairments. We imple-
mented several modifications to the model presented in 2022. These included 
adjusting the color scheme of the respiratory system components, correcting the 
positional relationship between the pancreas and stomach, and modifying the 
shape of the large intestine. Unlike the previous model, which did not incorporate 
magnets to connect or fixate organs, this updated model integrates this feature. As 
a result of these modifications, we have developed three variations of the model: 
Model-A, which does not use magnets to connect and fixate organs; Model-B, 
which employs magnets solely for fixation purposes and not for connectivity; 
and Model-C, which uses magnets for both organ connection and fixation. The 
results of the evaluation experiment revealed that Model-B serves as a superior 
instructional tool in terms of operability. 

Keywords: Internal Organ Models · Anatomy Teaching Materials · Tactile 
Learning · Shape Simplification · 3D Printing 

1 Introduction 

For individuals with visual impairment to comprehend shapes, it is necessary to use 
appropriate three-dimensional (3D) models as instructional tools, as understanding 
shapes solely from diagrams on paper is impossible. For instance, various services facil-
itating the creation and use of tactile maps have been made available for the visually 
impaired and their caregivers [1–3]. Previous studies have yielded numerous 3D teaching 
materials tailored for the visually impaired [4], encompassing models depicting mathe-
matical curved surfaces [5], enlarged models of plankton skeletons [6], anatomical heart 
models [7], and tactile globes [8]. Within the physical therapy department of institution 
for the visually impaired, students aspiring to become licensed masseurs, acupuncture
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practitioners, or moxibustion therapists undergo anatomical studies to understand the 
structure and function of the human body. The developed models were actively utilized 
by visually impaired students at the school for the blind. In this study, we developed a 
tabletop model of internal organs tailored specifically for visually impaired individuals, 
enabling them to learn about organ configuration and shape through tactile exploration. 
The model, presented in 2022 [9, 10] is shown in Fig. 1 [10]. Subsequently, a visu-
ally impaired educator from the school for the blind, who used the model, provided 
feedback requesting three key enhancements. First, there was a need to differentiate the 
respiratory system (lungs and trachea) and the circulatory system (heart) by utilizing 
two different colors. Second, the original model inaccurately placed the stomach and 
pancreas on the same plane, disregarding the actual position of the pancreas behind the 
stomach. Therefore, the positional relationship between these organs required correc-
tion. Third, the narrow operating space for inserting the small intestine component into 
the large intestine necessitated a redesign of the large intestine segment. In this study, 
we implemented these improvements and additionally introduced magnets to facilitate 
the connection and fixation of organ parts. 

Fig. 1. Tabletop model of internal organs presented in 2022 [10] 

2 Method  

Commercially available organ models are often unsuitable for visually impaired indi-
viduals beginning to learn. While these models accurately replicate the shape of actual 
organs, their complex shapes can make it feel difficult beginners. Moreover, the crowded 
arrangement of organs in these models makes it challenging for beginners to understand 
their interconnections. Regarding size, commercially available organ models are typi-
cally life-size, making them impractical for individual student use. To address this issue,
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we resized the model to a more manageable size that can be easily manipulated on a desk. 
Furthermore, the intricate shapes of organs in commercially available models contain 
complex details that, although reflects accurate details of the organ, is too difficult for 
beginners. Thus, we simplified model of organs appropriately. The degree of simplifica-
tion was not determined was determined through collaborative discussions between the 
model developer and the teacher of the school for the blind. In reality, organs are closely 
packed within the body, but in this model, we intentionally introduced gaps between 
organs to enhance tactile differentiation during palpation. In this study, we incorporated 
the three key improvements mentioned earlier to the previous model [10]. Furthermore, 
we introduced magnets to connect and fixate the components of the model. 

2.1 The Color Changing of the Respiratory System 

The color of the respiratory system components has been changed in the improved 
model. In the previous model, all three organ parts (lungs, trachea, and heart) were red 
(Fig. 2(a)). However, in response to feedback and to enhance differentiation or both 
partially sighted and sighted individuals, the color of the lungs and trachea was changed 
from red to green. The updated model is shown in the Fig. 2(b). 

Fig. 2. (a) Respiratory system and heart component before improvement [10] (all three parts are 
red). (b) Respiratory system and heart component after improvement (respiratory system: green, 
heart component: red) (Color figure online) 

2.2 Improvement of the Positional Relationship Between the Stomach 
and Pancreas Parts 

The shape of the duodenum has been improved to more accurately position the pancreas 
in the model. The previous model, shown in Fig. 3(a), showcases the stomach, pancreas, 
and duodenum all located on the same plane, pancreas as illustrated within the red 
circle. However, given that the pancreas is a retroperitoneal organ, it is positioned dorsal 
to the stomach. Therefore, the position of the pancreas was adjusted to overlap with the 
stomach in the improved model. In order to achieve this anatomically correct positioning
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while maintaining contact between the curved sections of the pancreas and duodenum, 
the duodenum part was redesigned into a 3D shape. Specifically, the duodenum now 
extends dorsally from the stomach to the pancreas, and then curves towards the ventral 
side to connect with small intestine. The resultant model reflecting the improvement is 
shown in Fig. 3(b). 

Fig. 3. (a) Organ segments before improvement [10] (around the pancreas). (b) Organ segments 
after improvement (around the pancreas) 

2.3 The Shape Modification of the Large Intestine Part 

The shape of the large intestine was modified to address the issue of narrow operating 
space during the insertion of the small intestine component into the large intestine in 
the previous model. Figure 4 (left) shows the previous model and Fig. 4 (right) shows 
the model after improvement. The initial model presented with difficulties in inserting 
the small intestine into the large intestine because of the constrained space highlighted 
within the red circle in the left side of Fig. 4. Therefore, we modified the shape of the 
tail end of the large intestine to ensure sufficient operating space, as illustrated within 
the green circle on the right side of Fig. 4.

2.4 Utilization of Magnets 

In this study, we introduced magnets into the model, a differentiation from our previous 
model which did not incorporate magnets. We developed three prototype models, each 
employing different methods for connecting and fixing organ parts. Internal organ model
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Fig. 4. Large intestine and small intestine (left: before improvement [10], right: after improve-
ment)

A (Model-A) uses pins and rubber tubes exclusively for connecting and securing each 
organ part, without the use of magnets. Internal organ model B (Model-B) is equipped 
with pins, rubber tubes, and magnets. Pins and rubber tubes were used to connect between 
organ parts where actual connections exist in human anatomy. However, as our models 
do not include the vascular system, connection between certain organs such as the lungs 
and heart, and the stomach and spleen were omitted. Therefore, magnets were used 
to conveniently fixate the organs in three locations where no natural connection exist, 
namely between the left lung and heart, between the stomach and spleen, and between the 
stomach and pancreas. This facilitates convenient fixation of organs, allowing students to 
distinguish between parts with actual connections (without magnets) and those without 
(fixed with a magnet). Internal organ model C (Model-C) uses magnets for both the 
connection and fixation of organ parts. 

2.5 3D Printing 

Each organ was designed using 3D-CAD software (Autodesk Fusion 360) according to 
the improvement policy described above. After designing, we used 3D printers (Afinia3D 
H800 and Afinia3D H + 1), which employ Fused Filament Fabrication (FFF), to create 
the model. The filament material was acrylonitrile-butadiene-styrene (ABS) resin. The 
internal organ model developed in this study features parts where organs are connected 
using pins. The pins have a diameter of 3 mm across all organs, necessitating a selection 
of infill density of 65% to increase its strength. Given the substantial size of the pedestal 
for placing organ parts, an infill density of 20% was selected. The resulting organ parts 
of Model-B are shown from Figs. 5, 6, 7, 8, 9, 10, 11 and 12.
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Fig. 5. (a) Heart component: A magnet was embedded in the heart to fixate it to the left lung. (b) 
Spleen component: A magnet was embedded in the spleen to fixate it to the stomach. 

Fig. 6. (a) Trachea component: Insert the pins at the ends of each of the two branches into the holes 
in both lungs. (b) Two lung segments: Each lung had a hole on the inner surface for connecting to 
the trachea. The left lung had a magnet to fixate it to the heart.
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Fig. 7. (a) Esophagus component: A rubber tube was installed at the bottom end to connect the 
entrance pin of the stomach. (b) Stomach component: An entrance pin (upper) connects to the 
esophagus and a pin of the duodenum inserts to a hole (left lower). There is a magnet embedded 
in the upper right curved portion to fixate the spleen. 

Fig. 8. (a) Duodenum component: The pin at the upper right end connects to the hole of the 
stomach, and the pin at the lower end connects to the rubber tube of the entrance of small intestine. 
(b) Pancreas component: The two magnets embedded in pancreas fixate it to the stomach.
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Fig. 9. (a) Small intestine component: An entrance rubber tube (upper end) connects to the duo-
denum and an exit pin (lower end) connects to the large intestine. (b) Large intestine component: 
A hole for connecting an exit pin of the small intestine was installed in front of the left side (rubber 
tube embedded). 

Fig. 10. Liver component: The left-lobe part (right side of the figure) is thin. The right-lobe part 
is thick and fits into the concave portion of the pedestal.

3 Evaluation Experiment 

Evaluation experiments were conducted to assess the effectiveness of the internal organ 
models developed in this study. We compared two models (Model-A and Model-B) in 
the experiment. Model-C, which utilized magnets for all organ connections and fixation, 
presented issues during preliminary testing, including unintended rotation of organ parts 
after connection and inadvertent connections due to magnetic forces. Therefore, Model-
C was excluded in the evaluation experiment. The experiment involved a total of nine 
participants, comprising six sighted individuals and three visually impaired individuals 
(one completely blind and two partially sighted). To ensure consistency, all sighted par-
ticipants wore eye masks throughout the experiment. The flow of the investigation was 
as follows: First, each participant was introduced by tester to the shape of the internal 
organ parts and how to connect and fixate them. In this experiment, “connect” referred
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Fig. 11. (a) Bladder component: There are two holes on the upper side of the bladder model for 
connecting the two ureters. The exserted part on the lower side represents the urine outlet. (b) 
Kidney and ureter segments: The model of the kidney and ureter were pre-combined. A pin was 
placed at the end of each ureter to connect it to the bladder.

to actual anatomical connections between two organs, while “fix” indicated areas where 
no anatomical connection existed. Organ parts were handed over individually to each 
participant, accompanied by verbal explanations. The experiment sequence followed the 
anatomical hierarchy from upper to lower, beginning from the respiratory system, mov-
ing through the heart, digestive system, spleen, and concluding with the urinary system. 
Subsequently, the participants learned about the pedestal, which featured concave por-
tions designed to accommodate the organ parts. Participants were then instructed about 
the positions of the concave portions of the pedestal, progressing from upper to lower 
sections with hands-on guidance. Subsequently, the participants placed the organ parts 
on the pedestal, applying their understanding. 

The tester then asked four questions to each subject. 

Q1 Which model was easier to connect or fixate the organs together? 
Q2 Which model was more stable after the organs were connected or fixed? 
Q3 Which model was more stable when organ parts were placed on the pedestal? 
Q4 After understanding the usage of this teaching material, which model do you think 
can be used without assistance? 

Subjects were provided with four answer options for each question:

• Model-A is more applicable
• Model-B is more applicable
• Both Model-A and Model-B are applicable
• Neither Model-A nor Model-B is applicable 

Summary of of response for each question is shown in Table 1.
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Fig. 12. A pedestal of Model-B. No internal organ part is placed in the pedestal. The size of the 
pedestal is 215 mm (length) × 120 mm (width) × 35 mm (height). (b) A pedestal with all internal 
organ components.

Table 1. Summary of response for each question (combined results for sighted and visually 
impaired individuals) 

Q1 Q2 Q3 Q4 

Model-A 0% 33% 0% 0% 

Model-B 78% 56% 89% 78% 

Both A and B 22% 0% 0% 11% 

Neither A nor B 0% 11% 11% 11% 

4 Discussion 

The response rate for internal organ Model-B was consistently higher across all ques-
tions, indicating that Model-B was perceived as easier to connect, more stable, and easier 
to handle than Model-A. For Question-1, 78% of participants answered Model-B, likely 
due to the use of magnets in Model-B, which facilitated easy handling of organ parts. For 
Question-2, 56% of participants answered Model-B, which was slightly lower than the 
response rate for the other questions. This could be attributed to instances where the first 
organ part fixed with a magnet came off during the connection process. In particular, there 
were observations of the spleen detaching from the stomach during the experiment. For
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Question-3, 89% of participants answered that Model-B was more stable when placed 
on a pedestal. This stability can be attributed to the magnets embedded in the back of 
the liver (Fig. 13 (left)) and each lung (Fig. 13 (right)) of Model-B, as well as in the 
concave portions of the pedestal, ensuring fixation of the organs. Conversely, Model-A 
used no magnets. Therefore, it is believed that many participants answered that Model-B 
was more stable after being placed on the pedestal. For Question-4, 78% of participants 
answered Model-B. Feedback from three sighted participants highlighted difficulties in 
placing the ureter and the terminal part of the large intestine on the pedestal, a common 
challenge noted for both Model-A and B. 

Fig. 13. (a) A magnet was embedded in the back of the liver part. (b) A magnet was embedded 
in the back of each lung segment. 

5 Conclusions 

We improved a tabletop model [10] of internal organs for visually impaired individu-
als by implementing the following improvements. Color adjustment of the respiratory 
system for better distinction, configuration refinement of the stomach, pancreas, and 
duodenum to accurately reflect anatomical positioning, modification of the shape of the 
large intestine to facilitate smoother operation, and introduction of magnets to enhance 
the operability of the model. Evaluation experiments revealed that internal organ Model-
B, which used pins, rubber tubes, and magnets, outperformed the other model in terms 
of operability, making it a superior teaching aid for visually impaired individuals. 
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Abstract. We have devised a novel “Point-and-Tap” interface that 
enables people who are blind or visually impaired (BVI) to easily acquire 
multiple levels of information about tactile graphics and 3D models. The 
interface uses an iPhone’s depth and color cameras to track the user’s 
hands while they interact with a model. When the user points to a fea-
ture of interest on the model with their index finger, the system reads 
aloud basic information about that feature. For additional information, 
the user lifts their index finger and taps the feature again. This process 
can be repeated multiple times to access additional levels of information. 
For instance, tapping once on a region in a tactile map could trigger the 
name of the region, with subsequent taps eliciting the population, area, 
climate, etc. No audio labels are triggered unless the user makes a point-
ing gesture, which allows the user to explore the model freely with one 
or both hands. Multiple taps can be used to skip through information 
levels quickly, with each tap interrupting the current utterance. This 
allows users to reach the desired level of information more quickly than 
listening to all levels in sequence. Experiments with six BVI participants 
demonstrate that the approach is practical, easy to learn and effective. 

Keywords: Tactile graphics · 3D models · Blindness · Low vision 
Audio labels 

· 

1 State of the Art and Related Technology 

Tactile graphics and 3D models are indispensable tools for people who are blind 
or visually impaired (BVI) to access information [ 12]. While the shapes and 
structures of such materials, which include tactile maps, relief maps and edu-
cational models (e.g., a molecule, skeleton or biological cell), can be accessed 
tactilely even without vision, other important information such as color, visual 
texture and printed information is often inaccessible to BVI users. Braille is 
cO The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
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often used to label important features on these materials, but there is usually 
only space for short braille abbreviations (which require a separate braille key 
defining the abbreviations), and many BVI people don’t read braille [ 11]. 

A powerful solution to address the inaccessibility of many tactile materials is 
to make them interactive using a touch-based interface [ 1]. For instance, the T3 
Tactile Tablet 1 from Touch Graphics allows the user to overlay a tactile graphic 
on a large Android tablet; the device’s touchscreen senses finger contact with the 
graphic and issues a specific audio label for each tactile feature on the graphic 
that the user touches. In this way BVI users can explore tactile graphics and 
access semantic information about them whether or not they read braille, using 
a touch-based interface that is natural in part because of its similarity to the 
standard touchscreen interface already available on mobile devices. 

Computer vision approaches have the potential to make virtually any tactile 
graphic or 3D model interactive, and are not restricted to 2D graphics that 
can be overlaid on a tablet touchscreen (and are thin enough for the tablet to 
sense finger touches). Past work on this approach has been implemented using 
special cameras with depth sensors [ 8,10] or other special hardware 2, standard 
webcams [ 9] and as smartphone apps [ 4, 5,13]. Some of these approaches have 
the user point to features by holding a special pointing tool [ 4], or require the 
user to augment their fingertip with some sort of visual feature [ 9]. However, 
the increasing availability of powerful hand tracking software has enabled the 
implementation of touch-based interfaces 3 [ 10,13]; these natural interfaces are 
both convenient and facilitate natural exploration of a tactile graphic or 3D 
model, which is often done using many fingers on one or both hands. 

Our research continues the development of natural interfaces, motivated by 
our experience with the CamIO system [ 4], in which BVI study participants 
were enthusiastic about the ability to access audio labels but indicated they 
would prefer not to have to hold a stylus. Leveraging the availability of high-
quality depth sensors in high-end iOS devices, we combine depth and color image 
data to create a novel “Point-and-Tap” interface that allows BVI users to access 
detailed information about tactile graphics and 3D models that is organized 
hierarchically in multiple levels. The benefit of the depth sensor is that it allows 
our interface to sense when the user is touching the surface of a tactile model as 
opposed to hovering above it; this determination is key to the interface because 
it enables the ability to detect touch events. We note that this interface is a 
significant advance on an earlier interface devised for CamIO [ 3], in which the 
user holds the tip of a hand-held stylus to the surface of a feature on a 3D map 
to hear a basic audio label about the feature, and hovers the stylus tip roughly 
15 cm above the feature to hear higher-level information about the feature. By 
contrast, the “Point-and-Tap” interface is more natural and intuitive, and also 
supports easy access to several levels of information.

1 https://www.touchgraphics.com/store/t3-t3-books. 
2 https://www.tactonom.com/en/. 
3 https://tactileimages.org/en/reader-app/. 
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In experiments with BVI participants we demonstrate that our approach 
is practical, easy to learn and effective. Finally, while we acknowledge that 
the advanced depth-sensing iOS devices that enable our approach are expen-
sive, many BVI users enjoy the convenience of a multi-function smartphone and 
often use smartphone apps to accomplish a variety of daily activities [ 7], which 
is arguably more economical and practical than having to purchase multiple 
devices, each for a specific task. 

2 The Point-and-Tap System 

Our approach (see 4 for a video demonstration) uses a high-end iOS device with 
depth sensors (in our case, the iPhone 14 Pro) rigidly mounted above a tac-
tile graphic (Fig. 2) so that the camera and depth sensors capture the entire 
graphic, as well as some space around the graphic. The space around the graphic 
is needed to facilitate hand tracking, which is performed using the MediaPipe 
Hands library 5, and which requires a clear view of the entire hand; note that part 
of the hand may rest outside the graphic when it points to a feature of interest. 
An iOS app was written that tracks the user’s fingers, and recognizes a pointing 
gesture (Fig. 2) when it occurs, which is defined as a gesture in which the index 
finger of a specific hand (left or right, as specified by the user) is pointed straight 
while the other fingers are bent or closed. 

The iOS app passes image frames from the iPhone’s color camera stream to 
MediaPipe for hand tracking, and simultaneously acquires depth images from 
the iPhone’s TrueDepth sensor 6, which specifies the depth estimated across a 
lower-resolution image having the same field of view as the color (RGB) image. 
When the app is first launched, reference RGB and depth images are acquired 
of the scene, which includes the tactile graphic without the user’s hands being 
present. A simple color segmentation algorithm is performed on the reference 
RGB image to determine which pixels in the image belong to which features 
of interest (e.g., each region in the British Isles map shown in Fig. 2); for the 
purposes of this algorithm, we used five colors of cardstock to create the tactile 
graphics for our experiments. Each feature on a tactile graphic has a unique 
color, and it is associated with five text labels: the first is the name of the 
feature, and the four remaining labels specify additional information about the 
feature. To create a new tactile graphic model, the five colors of cardstock are 
cut out and pasted to a sheet of white cardstock, and the desired text labels 
for the entire model are entered as text strings in the app. (See Sect. 5 for a 
discussion of future work to eliminate our dependence on color cues.) 

When a pointing gesture is recognized, the reference depth image is used to 
determine whether the pointing fingertip is touching the graphic or is above it. 
The first time the user points to a feature on the tactile graphic, the first text
4 https://www.ski.org/projects/camio-hands. 
5 https://developers.google.com/mediapipe/solutions/vision/hand landmarker. 
6 https://developer.apple.com/documentation/avfoundation/ 
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label corresponding to that feature is read aloud using text-to-speech (TTS). 
Each time the fingertip is raised up above a certain height threshold and then 
lowered again to touch the feature, the text label at the next level is read aloud. 
(Repeated taps cycle the levels from one through five and then back again to 
one.) An utterance in progress is halted whenever the fingertip is lifted off the 
feature, and this behavior allows the user to cycle rapidly through multiple levels 
to arrive quickly at the level they desire. (This way of eliciting multiple levels of 
feedback from repeated finger taps was inspired by the user interface in the T3 
Talking Tablet.) 

To minimize the impact of noise in the depth sensor measurements (see Fig. 1) 
and in MediaPipe’s finger tracking, we devised an algorithm that integrates 
information over a short time interval. In this algorithm, we kept track of the 
difference between the reference depth image and the current depth image at the 
location of the pointing fingertip (MediaPipe’s hand landmark L8) over time. 
This sequence of depth differences is stored in a ring buffer (first-in-first-out) 
containing values for twenty consecutive camera frames (spanning under half a 
second of video images); a “touch” event is declared whenever three conditions 
are satisfied: (a) the average depth difference in the buffer is less than 2 cm; 
(b) the current depth difference is less than 1.5 cm; and (c) the current depth 
difference at the location of MediaPipe’s hand landmark L5 (the knuckle of the 
index finger) must be less than 12 cm. The third condition rules out instances 
when the user’s hand is moving rapidly, causing the index finger to disappear 
from the depth map (even though MediaPipe is still tracking it accurately), 
thereby making the apparent depth difference at the pointing fingertip close to 
zero even when the fingertip is nowhere near the surface of the tactile graphic; 
fortunately, under these conditions, the depth map value at L5 is likely to be 
accurate since the knuckle is part of the main hand structure (not just the narrow 
fingertip) and remains visible in the depth map. 

Since TrueDepth is intended primarily for face recognition, with a recom-
mended distance from the target of roughly 25–50 cm 7, in our setup we mount 
the iPhone 14 Pro about 50 cm above the tactile graphic. The limited field of view 
of the camera imposes a constraint on how large the tactile graphic can be and 
still be entirely captured in the image (Fig. 2); in the future we will explore the 
possibility of using iOS LiDAR to accommodate larger models. (While LiDAR 
has a maximum range of about 5 m 8, empirically we have found that the mini-
mum range of LiDAR is roughly 70 cm, and we note that it may be challenging 
to resolve the fingertip clearly in depth at longer distances.) 

3 User Studies 

We iteratively tested and refined our Point and Tap interface in a series of pilot 
experiments, the first with a sighted participant and the next with two BVI
7 https://support.apple.com/en-us/102381. 
8 https://www.apple.com/newsroom/2020/03/apple-unveils-new-ipad-pro-with-

lidar-scanner-and-trackpad-support-in-ipados/. 
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Fig. 1. Left: color image. Right: depth map difference from TrueDepth camera. Color 
indicates depth differences in meters. The depth difference declines from higher values 
on the knuckle of the pointing finger to a value at or near zero at the fingertip, but 
depth noise is clearly visible. 

participants. We used the feedback from these pilot experiments to iteratively 
debug and improve our interface. Notably, we relaxed our definition of the point-
ing gesture so that it admitted a pointing gesture in which the non-index fingers 
are not curled as tightly as shown in Fig. 2. The interface and experimental 
protocol were fixed after these pilot experiments. We then conducted formal 
experiments with six more BVI participants, P1-P6, ranging in age from 36 to 
74 years old (3 female/2 male); we excluded a seventh BVI participant from our 
analysis because of inadvertent deviations from the experimental protocol. All 
experiments were conducted under an approved IRB protocol. 

Fig. 2. Left: Experimental setup shows iPhone 14 Pro mounted above the British 
Isles tactile map in cellphone holder with the user making a pointing gesture on the 
map. Right: close-up of pointing gesture. The five levels of text labels for the region 
being pointed to are: “Republic of Ireland”; “2: Capital is Dublin”; “3: Population 4.9 
million”, “4: Area 27133 square miles”, “5: Limerick is another city in Ireland”.
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Each formal experiment included the following: (1) A demographic survey. (2) 
A 15-minute training session in which the experimenter demonstrated how to use 
the interface on a simple tactile graphic containing four features (a circle, square, 
triangle and diamond), and helped the participant learn to use the system. (3) 
Experiment E1, in which the participant was presented with a tactile map of the 
sun with the inner planets (Mercury, Venus, Earth and Mars) and was asked to 
access specific information (e.g., “Mars, level 2”) in 50 trials. For each trial, the 
experimenter gave two scores for each of the participant’s responses to evaluate 
the following: (a) E1a: Did the system do what the user wanted it to do? (b) E1b: 
Was the user able to elicit the correct information by the end of the trial? (4) 
Experiment E2, in which the participant was asked to access information that 
answers high-level questions about two additional tactile models, one containing 
five rockets and the other a map of the five regions of the British Isles (England, 
Scotland, Ireland, Northern Ireland and Wales). (5) A System Usability Survey 
(SUS) [ 2]. (6) Both specific and open-ended feedback about the system. 

4 Experimental Results and Discussion 

We report the results of the study in Table 1, with E1a and E1b scores reported 
as percentages out of 50 trials. We note an important caveat for the data for 
participant P6: during Experiment E2, despite good performance on the five 
rockets model, shortly after beginning to work with the British Isles model, she 
was unable to elicit any feedback from the system because she forgot to make 
the correct pointing gesture (Fig. 2), unsuccessfully attempting to point while 
holding her non-index fingers nearly straight. After witnessing this problem for 
several minutes, the experimenters intervened by reminding her how to make 
the pointing gesture. Her performance returned to normal after this reminder. 

The E1 scores demonstrate that, while the system sometimes (the aver-
age E1a score was 86.3%) misinterpreted participants’ tap gestures (most often 
because the user failed to lift their fingertip up high enough above the model 
before tapping it again, or because they failed to make the correct pointing ges-
ture), in all but one trial for P5 the participants were nevertheless able to get the 
desired information. The SUS scores demonstrate the usability of the system, 
with an overall average score of 88.3. 

The results of experiment E2 provide additional evidence of the effectiveness 
of the interface: participants were able to answer all the questions correctly. Posi-
tive feedback about the interface included its simplicity and usefulness for acquir-
ing detailed information about a model; some negative feedback was reported 
about the incidence of errors when the interface failed to recognize a tap gesture. 
Some participants suggested that the interface should be expanded to recognize 
additional gestures, such as left/right swipe gestures to jump down/up several 
levels of audio labels. 

Overall, the experiments with BVI participants demonstrate that the app-
roach is practical, easy to learn and effective. Our experiences with the experi-
ments highlight two main areas of improvement. First, the training session should
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have included a component in which the participants were asked to practice more 
Point-and-Tap tasks, with the experimenters making specific recommendations 
based on their performance. Second, the system could have provided periodic 
(e.g., no more than once every several seconds) audio feedback whenever the 
pointing fingertip was stationary but no pointing gesture was recognized, which 
would remind the user to make the pointing gesture if they want feedback. 

Table 1. Data for all participants in formal experiments. (See the text for an important 
caveat about participant P6.) The choices for self-reported Experience scales included 
None, Low, Medium, High. 

P# Age Sex Perception of Experience with E1a E1b SUS 
light form tactile graphics touchscreens 

P1 46 F N N High High 82% 100% 75 
P2 43 M N N Medium High 92% 100% 97.5 
P3 74 F Y Y Low Medium 86% 98% 92.5 
P4 74 F N N Low High 76% 100% 77.5 
P5 36 M Y N Medium High 98% 100% 90 
P6 62 F N N Low Medium 84% 100% 97.5 

5 Conclusion 

We have devised a novel “Point-and-Tap” interface that allows BVI users to 
acquire detailed information about tactile graphics and other models. User stud-
ies with six BVI participants demonstrate that the interface is practical, easy to 
learn and effective. 

We have recently improved the system so that it recognizes the pointing 
gesture with either the left or right index finger, so the user doesn’t need to 
specify which hand they are pointing with; an audio alert is sounded if the system 
detects the pointing gesture in both hands. We plan to release the system as a 
free app on the Apple App Store which will allow non-developers to create and 
label their own models using colored cardstock. Soon we will add 3D geometric 
reasoning to our system as used in CamIO, which will eliminate the need for 
color segmentation, and will allow the app to support both 2D and 3D models, 
including existing tactile graphics and 3D models. Finally, in the future we will 
explore methods such as those used in [ 6] to allow our system to more precisely 
distinguish between fingertip touch and hover events. 
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Abstract. For blind individuals who wish to live independently, this 
study develops an automatic generation tool for tactile graphics of char-
acters. The tool is developed by using the tactile graphics production sys-
tem BPLOT. The tool generates character images from fonts installed on 
Windows, extracts the contours of these images, and outputs a figure-
drawing program for BPLOT from the coordinates of those contours. 
In addition to choosing a typeface of characters, character spacing and 
arrangement, users can also select whether to apply the thinning pro-
cessing to character images. The evaluation of the tactile graphics of 
characters was conducted with blind university students as experimen-
tal participants. All participants rated the material with Kaisho (regular 
script) typeface subjected to the thinning processing as having the high-
est readability. 

Keywords: Tactile graphics · Automatic generation · Blind · 
Handwriting 

1 Introduction 

Handwriting is still considered as an important human activity. People enjoy cal-
ligraphy in many countries, and even among the digital generation, the culture of 
exchanging handwritten letters continues. Naturally, among the blind, especially 
those who have become blind later in life, there are those who have the desire to 
write characters. In Japan, however, the variety of characters is very large, with 
92 types of syllabic characters known as “Hiragana” and “Katakana”, in addi-
tion to 2,136 types of ideographic characters known as “Joyo Kanji,” which were 
adopted from China. If a sighted supporter is present, it is possible to convey the 
shape of a character by guiding the forefinger of a blind person to write on his 
or her palm. This method is often used for communication with individuals who 
are both blind and deaf. Until research on writing navigation systems with HCI 
(Human-Computer Interaction) devices [ 1, 2] advances, leading to widespread 
utilization and making the devices affordable, it is difficult for blind individuals 
cO The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
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to verify the shapes of characters without assistance of a sighted person. There-
fore, tools for the confirmation of shapes of characters through tactile graphics 
has been sought. 

For blind individuals who wish to live independently, this study develops an 
automatic generation tool for tactile graphics of characters. The project began 
with a phone call from an elderly person who is totally blind. The elderly person 
had inquired with many publishers of braille materials and manufacturers of 
assistive technology devices, and it was a braille printer manufacturer where he 
heard the name and phone number of one of the authors. 

The tool is developed by using the tactile graphics production system BPLOT 
[ 3– 6]. The tool generates character images from fonts installed on Windows, 
extracts the contours of these images, and outputs a figure-drawing program 
for BPLOT from the coordinates of those contours. Then, through BPLOT, the 
final tactile graphics are produced from a braille plotter printer. 

Users of the tool can choose a typeface of tactile graphics of characters from 
the four choices: Mincho (serif font), Gothic (sans-serif font), Kaisho (regular 
script font). To improve the quality of final tactile graphics, appropriate image 
processing is applied to character images before extracting the contours, depend-
ing on a chosen typeface. In addition to choosing character spacing and arrange-
ment, users can also select whether to apply the thinning processing to character 
images. For the development of automatic generation of tactile graphics of char-
acters, we referred to the methods used for the automatic generation of tactile 
maps [ 7]. 

The evaluation of the tactile graphics of characters was conducted with four 
blind university students as experimental participants at Tsukuba University 
of Technology. As experimental materials, the following four types of tactile 
graphics are prepared: (1) Mincho typeface, (2) Gothic typeface, (3) Kaisho 
typeface, (4) Kaisho typeface subjected to the thinning processing. As a result, 
though the material (1) got the lowest score, all tactile graphics were evaluated 
as being legible. All participants rated the material (4) as having the highest 
readability. After the experiment, one participant, who is congenitally blind, 
expressed gratitude for being able to notice for the first time today that there 
are such differences in the typefaces of characters. 

The authors received a message from the elderly person, stating he was very 
moved upon touching the tactile graphics of characters. Visiting the elderly 
person’s home to install the tool on his computer and teach him how to use the 
tool is a challenge for the future. 

2 Automatic Generation Tool for Tactile Graphics 
of Characters 

The automatic generation tool for tactile graphics of characters is an application 
software running on Windows, written in the C# language. It was developed by 
using the tactile graphics production system BPLOT [ 3– 6].
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Fig. 1. The user interface of the t ool  

Fig. 2. The thinning processing to a character image 

2.1 User Interface 

Figure 1 shows the user interface of the tool. Users of the tool can choose a type-
face of tactile graphics of characters from the four choices: Mincho (serif font), 
Gothic (sans-serif font), Kaisho (regular script font). To improve the quality of 
final tactile graphics, appropriate image processing is applied to character images 
before extracting the contours, depending on a chosen typeface. In addition to 
choosing character spacing and arrangement, users can also select whether to 
apply the thinning processing to character images. An example of the thinning 
processing to a character image is presented in Fig. 2. Furthermore, the user 
interface allows users to preview the final tactile graphics. 

2.2 Outline of Generation Process 

The outline of the generation process of tactile graphics of characters is illus-
trated in Fig. 3. First, the tool generates a character image from fonts installed on 
Windows. Users can choose their preferred typeface from the following options: 
Mincho (serif font), Gothic (sans-serif font), Kaisho (regular script font). Users 
can also select whether to apply the thinning processing to the character image.
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contours 

inner parts small dots regularly arranged 
inside 

regular dots smoothly encircling 
outside 

Fig. 3. Outline of the generation process of tactile graphics of characters 

Next, the tool extracts the contours of the character image and converts them 
into a sequence of regular dots smoothly encircling the characters. Simultane-
ously, the inner parts of the character image are converted into regularly arranged 
small dots. Finally, the tool outputs a figure-drawing program for BPLOT from 
the converted dots for tactile graphics, and then, through BPLOT, the final 
tactile graphics are produced from a braille plotter printer. 

2.3 BPLOT 

BPLOT is the first tactile graphics production system for the blind that enables 
the blind to produce tactile graphics by themselves. Existing tactile graphics 
design applications such as BES [ 8] and EDEL-plus [ 9] have sophisticated GUI 
(Graphical User Interface) and enable the sighted to produce tactile graphics 
easily. However, because of the necessity for mouse operations, the blind cannot 
use these applications by themselves. BPLOT produces tactile graphics from a 
source text file written in specially designed plotter control language for BPLOT. 
Because a source file for BPLOT is a text file, it is editable with any text editors 
by any person who has learned the plotter control language. Therefore, BPLOT 
enables the blind to produce tactile graphics by themselves. 

The figure-drawing program output by the tool consists of a main program 
that defines the size and position of the characters, and subprograms that define 
the shape of each character. Since the main program can be easily edited with 
a text editor, a blind user easily modify the size and position of the characters. 
By adding some commands to the main program, it is possible to include braille 
descriptions alongside the tactile graphics. 

3 Experimental Evaluation 

The evaluation of the tactile graphics of characters was conducted with four 
blind university students as experimental participants at Tsukuba University of 
Technology.
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Fig. 4. The four types of tactile graphics of characters 

Figure 4 shows the four types of tactile graphics prepared as experimental 
materials: (1) Mincho typeface, (2) Gothic typeface, (3) Kaisho typeface, (4) 
Kaisho typeface subjected to the thinning processing.
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3.1 Result 

The experimental participants were given ample time to read the tactile graph-
ics of characters, and afterwards, they were asked to answer a questionnaire 
about the ease of reading their shapes using a 5-point Likert scale. The result of 
questionnaires is shown in Table 1. 

Table 1. The ease of reading the shapes using a 5-point Likert scale 

experimental material part. A part. B part. C part. D average 
(1) Mincho 2 4 3 3 3.0 
(2) Gothic 3 3 4 4 3.5 
(3) Kaisho 3 3 4 4 3.5 
(4) thinned Kaisho 4 5 5 5 4.5 

Though the material (1) got the lowest score, all tactile graphics were evalu-
ated as being legible. All participants rated the material (4) as having the highest 
readability. 

4 Conclusion and Future Works 

This study develops an automatic generation tool for tactile graphics of char-
acters. By refining the user interface to suit each user, it becomes possible for 
blind individuals to autonomously create tactile graphics of characters. 

The recent advancements in generative AI are remarkable, fostering innova-
tion and creativity across various sectors of society. Among the many genera-
tive AI applications, OpenAI’s ChatGPT has attracted attention because it has 
ability to facilitate dialogue with users through its remarkable natural language 
processing capabilities. The situation has been progressed even further since, 
in September 2023, OpenAI announced that “ChatGPT can now see, hear, and 
speak” [ 10]. As future works, we want to enable blind individuals to read and 
understand charts, diagrams, and graphs through tactile and auditory means by 
taking advantage of ChatGPT. 
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Abstract. Meetings play an important role in today’s work environment. Unfor-
tunately, blind and visually impaired people often encounter difficulties in partic-
ipating fully and equally. The main reasons are twofold: Firstly, visual aids such 
as whiteboards, flipcharts, or projectors are often used, which present informa-
tion in a 2D format. Secondly, nonverbal communication plays an essential role, 
with frequent use of deictic gestures, like pointing gestures, incorporating spatial 
information into the conversation. These factors lead to a disadvantage for blind 
and visually impaired individuals in the workplace. As part of the research project 
MAPVI [5], an accessible brainstorming tool for meetings has been developed, 
capable of storing nonverbal and spatial information, which can be connected to 
various devices such as computers, smartphones, and smartwatches. This provides 
a solid foundation for successfully addressing these issues through innovative user 
interaction concepts, making spatial information accessible and understandable for 
blind and visually impaired individuals. Prototypes of these user interface con-
cepts have been developed and tested with the target group in a staged and iterative 
manner, with implementations running in the browser, on a smartphone, and on 
a smartwatch. This paper will outline the development and testing procedures, as 
well as the corresponding test results. 

Keywords: Blind and Visually Impaired People · User Centered Design and 
User Participation · Perception of Spatial Information · Accessibility · Usability 

1 Introduction 

One cornerstone of a just society are equal job opportunities. Depending on the type of 
job, this requires accessibility in many different areas: physical access, wayfinding and 
many more. In the context of office work, business meetings are particularly critical. 
One special case is brainstorming meetings; a scenario selected for this work due to 
the manifold nature of social interaction, including non-verbal communication, and 
various sources of information. Tool support in this area has shifted over the last years 
from analog means, like flipcharts, to digital ones including mind map tools, group 
decision making tools or brainstorming tools. This creates the possibility of making
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this type of content fully accessible to a broader range of participants, including blind 
and visually impaired people (BVIP). However, one essential part remains inaccessible; 
spatial aspects of this context often in combination with non-verbal information. During 
conversations, people heavily make use of gestures, postures and facial expressions to 
give necessary context to other participants. Meeting rooms are usually equipped with 
whiteboards and screens, and people refer to these objects or even pieces of information 
on them with deictic gestures like pointing gestures. For visually impaired and especially 
for blind people, this information is not accessible, excluding them from a major part of 
the conversation. Additionally, information is generated in parallel on multiple levels, 
resulting in a multi-dimensional information space. In contrast, common techniques 
of BVIPs to access digital information are all linear; for example, audio output via 
screenreaders or refreshable braille displays. Two different information spaces especially 
important to BVIP in our scenario have been identified together with the target group in 
interviews and questionnaires: Spatial information on whiteboards, where the position 
and spatial arrangement of notes hold a certain meaning depending on the context; and 
spatial information of the meeting room including objects and participants including 
their mimic and gestures. 

2 State of the Art 

For decades, researchers have developed approaches to solve or at least mitigate the 
above-mentioned issues. Earlier approaches used mice and keyboards, some even opti-
cally tracked pens [3] and PDAs [10] to feed information to the support system and 
share it on an electronic whiteboard. Researchers have recently developed an approach 
facilitating a back-projected interactive table and interactive vertical screens. A more 
comprehensive overview is provided here: [14, 16]. Still, visual aids of business meet-
ings are only one part of the equation. Spatial aspects of the meeting and the venue, 
including the position of physical objects and participants offer a much greater chal-
lenge to present and give important context to a conversation understandably. Research 
efforts have been concerned with world exploration techniques for BVIP [1, 4, 6, 12, 13, 
15]. One issue that has been repeatedly identified is that the auditory channel of a BVIP 
can be overloaded quickly and therefore, it is of utmost importance for a user interface 
(UI) to limit the amount of information transmitted via this channel. Otherwise, the user 
ends up choosing to either operating the user interface or listening to the conversation 
of the business meeting. In this context, this is barely an option. Consequently, other 
approaches were explored. One direction is the adaptation of regular braille displays, 
which usually display one-dimensional text in a haptic manner. Hyperbraille offers in 
contrast a two-dimensional array of braille elements allowing to display 2D content. It 
was facilitated in this context [11] and even extended with audio notifications by adopting 
tangible interaction concepts [9]. This device, however, comes with some drawbacks -
most notably the relatively low resolution, the size and weight, and the high price, which 
lead to the low adoption rate of the community. 

Therefore, a complete UI concept was developed [8], UIs based on it and functional 
prototypes only using off-the-shelf hardware co-developed and tested with the target 
group, tackling these shortcomings and allowing BVIPs to access spatial, visual and
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non-verbal information of business meetings. Note that only the user interface concept 
is topic of this paper and not the retrieval of location data, gestures or mimic of persons. 

3 User Interface Concepts 

Parts of the outlined information of business meetings can be presented textually for 
BVIP accessibility. However, conveying implicit information from entity arrangement 
in the two spaces, the meeting room and the digital 2D space of whiteboards and similar 
aids remains a challenge. Hence, this approach extends traditional UI concepts. Three 
UIs have been developed to grant meeting participants, including BVIP, access to all 
meeting information and enable equal contribution.

• Web Interface: This UI displays a visual whiteboard for sighted users while providing 
BVIP access to all textual information. Additionally, it offers access to real-world 
meeting aspects like participant gestures and room objects. It complies with WCAG, 
ensuring full accessibility for BVIP and other users. The interface is responsive and 
usable on tablets, smartphones, or screens with high zoom levels.

• Smartphone: While the web interface is fully accessible, certain spatial information 
remains challenging for BVIP. Hence, a separate UI uses off-the-shelf smartphones 
to create a haptic virtual reality representation of the whiteboard. Users can explore 
and manipulate notes intuitively, elevating BVIP to active contributors.

• Smartwatch: Another UI utilizes off-the-shelf smartwatches, enabling BVIP to 
explore the meeting room. By pointing and swiping the hand across the room, users 
receive vibration feedback indicating the presence of persons or objects. Gestures 
can be used to retrieve information about these objects. Searching for specific items 
triggers a mode switch, aiding navigation toward the target facilitating vibrators in 
the smartwatch (in addition to sound); if the user is pointing with the finger closer 
toward the right direction, the vibration gets stronger. It’s also feasible to obtain a 
summary of the room’s contents, including people or objects, and receive approxi-
mated directions using clock bearings: 12 o’clock = directly ahead, 1 slightly to the 
right, 3 o’clock = directly to the right, 6 o’clock means directly behind. 

4 Methodology 

The development and user testing process for three user interface prototypes corre-
sponding to three user interface concepts involved iterative testing with the target user 
group using various devices such as browsers, smartphones, and smartwatches. The 
methodology included three main phases:

• User Interface Prototype Development through Peer Research: The initial pro-
totypes of the user interfaces were tested and refined with the help of two peer 
researchers. This phase involved testing and improving the web interface, smartphone 
app, and smartwatch app to enhance accessibility for blind users.

• Iterative User Studies on Early Prototypes in Small Groups: The refined pro-
totypes underwent iterative testing with a small group (3–5 individuals) of BVIP. 
The objective was to further improve usability and accessibility while avoiding over-
optimization for specific users. Feedback from each study iteration was used to refine 
the interfaces for subsequent tests.
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• User Study in a Larger Group: The final phase involved conducting a comprehen-
sive user study with a larger group of end-users to gather quantitative and qualitative 
insights into the effectiveness of the interfaces. Peer researchers were involved in 
supporting these studies. The user test consisted of 9 tests, divided into 2 sessions per 
participant, with 3 tests conducted per user interface. Each participant completed both 
SUS and NASA-TLX questionnaires for each interface for insights in the subjective 
user satisfaction. 

– System Usability Scale (SUS) scores: SUS questionnaires are commonly 
employed across industries to measure satisfaction with system usability. 

– NASA-TLX scores: As an addition to SUS scores, which evaluates one user inter-
face as whole, NASA-TLX scores are employed to assess and compare the per-
ceived workload of the three specific tasks per user interface. User were asked to 
perform the following tasks: 

o Web interface:

• Create a new note (and explore the user interface by doing so)
• Find a note and retrieve its additional information
• Create a group of notes 

o Smartwatch interface (persons and objects within the environment were 
simulated for the purpose of the user test):

• Explore the meeting room and tell what/who is in the room
• Retrieve a summary of what is in the room, including clock bearings
• Find a specific person with sound and vibration 

o Smartphone interface:

• Initialize the virtual whiteboard and explore notes on the whiteboard
• Retrieve additional information of a note
• Edit the position of a note on the virtual whiteboard 

Users also had the opportunity to provide additional remarks on their preferences, 
dislikes and others. Demographically, the user study included 10 users, comprising of 6 
female and 4 male participants, with 5 being blind and 5 being severely visually impaired. 
The age range of participants spanned from 18 to 67 years old, with an average age of 
47.4 years. 

5 User Involvement and Test Results 

The test results showed significant improvements in both usability and accessibility of 
the user interfaces throughout the development and user involvement. Initially, the first 
prototypes, developed with support of peer researchers, were met with some criticism due
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to their clunkiness and lack of intuitiveness (e.g. misleading labels, bloated navigation). 
Additionally, certain features were found to be missing, as users envisioned using them 
in slightly different ways than the peer researchers (e.g. perceivable boundaries of the 
virtual whiteboard). However, these issues were largely resolved by the second stage 
of development involving groups (3–5) of other BVIPs. Numerous smaller and bigger 
usability improvements have been implemented, including the addition of haptic and 
acoustic borders to enhance interaction of smartphone whiteboard application. For the 
smartwatch app, an alternative to hand-flick gestures, which some users reported to 
be unreliable for them, has been introduced by incorporating dwelling functionality. 
Furthermore, the smartwatch application has been ported to work on smartphones as 
well, acknowledging diverse user preferences regarding wearable devices. 

Subsequent quantitative and qualitative user testing with a larger group (10) demon-
strated that the prototypes achieved good levels of accessibility and usability. Participants 
were asked to fill out both SUS and NASA-TLX questionnaires during the tests. 

The System Usability Scale (SUS) is a widely used questionnaire-based tool for 
assessing the perceived usability of a system or interface [2]. It consists of 10 questions 
designed to determine the user’s subjective experience, with five options ranging from 
Strongly Agree” (numerical value: 1) to “Strongly Disagree” (numerical value: 5), which 
was slightly adapted to match the Austrian grading system for easier understandability. 
The SUS score is calculated by tallying scores from each item, with even items scored 
by subtracting 1 from their numerical value and odd items scored by subtracting their 
value from 5. The total score is then multiplied by 2.5 to yield the participant’s SUS 
score. Scores between 60 and 70 are deemed average, with 100 representing the ideal 
score. Figure 1 shows the combined scores of all participants for each question (Q1 to 
Q10). 

Fig. 1. SUS results of all three user interface concepts per question 

The calculated SUS scores for the three interfaces yielded highly satisfactory results:

• Web interface: 87
• Smartwatch interface: 94
• Smartphone interface: 85
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In addition to the SUS score which looked at whole user interfaces, NASA-TLX 
questions were completed by users for each of three tasks for each of the three user 
interfaces. The NASA Task Load Index (NASA-TLX) is a comprehensive scale used to 
assess workload during or after task completion. It encompasses six sub-scales, including 
Mental, Physical, and Temporal Demands, Frustration, Effort, and Performance, to gauge 
the user’s workload effectively. Widely adopted across various domains, NASA-TLX 
serves as a benchmark for evaluating the effectiveness of measures, theories, or models, 
and is recommended for use in diverse settings such as aircraft certification, operating 
rooms, and website design [7]. Note that for this work the Physical sub-scale was removed 
as the goal was to evaluate the user interface concept and not the hardware which was 
used. Figures 2, 3 and 4 show the NASA-TLX results of user interface. 

Fig. 2. NASA-TLX scores of web interface 

Fig. 3. NASA-TLX scores of smartwatch interface

NASA-TLX scores indicate that the perceived workload was manageable for the 
majority of participants across the tasks. Moreover, the analysis suggests that, for the 
tasks assigned, there was minimal disparity observed between the more traditional user 
interface concept found in the web interface and the two novel ones incorporating 
smartwatches and smartphones for spatial information. This is especially promising, 
considering participants’ initial exposure to these concepts during the user tests. 

In general, these findings, SUS and NASA-TLX scores, indicate that most users 
experienced a high satisfaction with the interfaces, and many independently suggested
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Fig. 4. NASA-TLX scores of smartphone interface

the application of the smartphone and smartwatch UIs in other contexts. Education and 
navigation were commonly cited as areas where these concepts could be beneficially 
applied or further developed. 

6 Conclusion 

This work addresses the challenges faced by blind and visually impaired people (BVIP) 
in participating fully in workplace meetings due to the reliance on visual aids and nonver-
bal communication. On the basis of an accessible brainstorming tool capable of storing 
and conveying spatial information across various devices, user interface (UI) prototypes 
based on novel UI concepts, including web interfaces, smartphones, and smartwatches 
have been created and tested together with the target group to level the playing field 
and promote equal participation. The iterative and inclusive development process, cou-
pled with a staged testing procedure with the target group, ensured that the resulting 
UI concepts effectively address the needs of BVIP to promote equal opportunities in a 
professional context. User involvement and tests have shown great interest of the target 
group in the overall approach and users independently proposed the transfer of the smart-
phone and smartwatch UI to other contexts. Especially navigation and the educational 
domain with use cases like teaching geographic maps, the composition of molecules or 
trigonometry was mentioned. If adapted to these domains, not only brainstorming meet-
ings or business meetings could be made more accessible, but also education, which 
ultimately affects a person’s whole life. 
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Abstract. Tactile graphics enable visually impaired people to access visual infor-
mation via touch. Despite extensive guidelines and solutions, effectively represent-
ing color, vital for visual communication, remains a key challenge. This research 
aims to address this gap by developing RainbowTact, inspired by the correlation 
between visible colors and light wavelengths, to translate colors into intuitive tac-
tile representations. RainbowTact distinguishes chromatic and achromatic colors 
using tactile wave and dot patterns depicting hues, saturations and brightness. 
Achromatic shades are shown by dot density and size. RainbowTact meets key 
design criteria: covering the full color space with omnidirectional, orientation-
independent patterns aligning with standards. A software prototype automates con-
version. A pilot study evaluated RainbowTact’s effectiveness and usability through 
quantitative and qualitative analyses. Results showed decent color identification 
success and increasing task efficiency. Users strongly favored RainbowTact, high-
lighting benefits like pattern differentiation and non-directionality. While initial 
learning ease scored lower, participants expressed overall positive inclination. This 
demonstrates RainbowTact’s potential to effectively convey color information via 
intuitive tactile representations to advance tactile graphics capabilities. 

Keywords: Tactile Graphics · Color to Tactile · Sensory Substitution 

1 Introduction 

Tactile Graphics (TG) are essential tools for the visually impaired, providing a means 
to access visual information through touch. Many researchers and expert groups have 
proposed and studied various TG representation techniques and production methods [1– 
6]. Recognizing the need for standardized guidelines for TG to ensure consistency and 
quality in TG production, the Braille Authority of North America (BANA) compiled 
and released the Guidelines and Standards for Tactile Graphics [7], and it has served as 
the gold standard for TG. Despite their great contributions, the current guidelines and 
most of the existing solutions for TG have largely focused on shape and layout (e.g., 
sizing of tactile elements, symbols, braille labels), but do not adequately address the 
representation of color. As a result, the effective representation of color in TG remains a 
significant challenge. Color, as an important aspect of visual communication, is often lost
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in translation to tactile formats, leaving a gap in the information conveyed. This limitation 
hinders the full potential of TG as an information tool for the visually impaired. 

This research aims at closing the color representation gap in TG. We designed and 
implemented an alternative method, called RainbowTact, for translating color into intu-
itive and recognizable tactile representations. RainbowTact was inspired by the following 
two basic truths: first, that color, as perceived by the human eye, corresponds to specific 
wavelengths within the visible light spectrum; and second, that achromatic colors, which 
include black, white, and gray, do not correspond to specific wavelengths of light, but 
result from the absence, complete reflection, or varying intensities of all wavelengths of 
visible light. 

2 State of the Art 

In order to successfully convert visual information into TG, it is crucial to understand the 
tactile sense of the visually impaired. Boven and his colleagues revealed that blind indi-
viduals, particularly Braille readers, have enhanced tactile spatial resolution compared 
to sighted individuals [8]. Using a grating orientation task to measure spatial acuity, 
the study found that blind participants had a lower orientation threshold (1.04 mm) 
than sighted participants (1.46 mm), with the primary Braille-reading finger of blind 
subjects showing even more acute sensitivity (0.80 mm). This suggests that the tactile 
discrimination of blind individuals is more refined, allowing for the perception of finer 
details. 

The research on converting color information into touchable forms for the blind 
has evolved over the years, aiming to provide the visually impaired with a means to 
perceive and appreciate color through tactile sensations. Rataj presented an algorithm 
that converts visual images into tactile forms by grouping similar colors and translating 
them into textured lines through image tracing [4]. These are then shaped into 3D patterns 
using modeling software. The method, though innovative, faces challenges in capturing 
subtle color nuances, relies on arbitrary tactile patterns, and the complexity of converting 
detailed images into simplified tactile representations. 

Shin et al. developed a 3D tactile system enabling the visually impaired to discern 
colors through texture, aligning the HSV color model with tactile line patterns for art 
appreciation [9]. The system correlates hue with line orientation, saturation with width, 
and brightness with spacing. Although the approach is innovative, it excludes achromatic 
colors and doesn’t account for directional independence, crucial for consistent tactile 
interpretation from any orientation, which could restrict its practicality. 

Isumi et al. presented a method to represent colors in graphics through black-and-
white hatching patterns [10], enhancing differentiation with line segments, zigzags, and 
waves. Although innovative, the method primarily addresses hue, neglecting the full 
color spectrum and the contrast between colored and grayscale tones. It also overlooks 
the directional independence of the patterns, which is crucial for universal tactile com-
prehension. Additionally, the complexity of zigzag and wave patterns may lead to mis-
interpretations since the study’s emphasis was on developing low-cost black and white 
printing solutions rather than optimized tactile graphics for the visually impaired. 

Cho and his colleagues introduced Tactile Color Pictograms (TCPs), which use raised 
geometric shapes to help visually impaired people identify colors through touch [11],
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based on the Munsell system for hue, intensity, and lightness representation. While TCPs 
offer a tactile means to distinguish 29 colors, including six hues, they face limitations due 
to the Munsell system’s incomplete color range, the demanding learning curve for users, 
potential confusion from orientation-based interpretation, and production challenges 
posed by complex patterns. 

The goal of this research is to develop RainbowTact, a different method of translat-
ing color into more intuitive tactile forms, to address the above issues and limitations. 
RainbowTact is based on two principles: first, that perceivable colors correlate with spe-
cific wavelengths in the visible spectrum; and second, that achromatic colors—black, 
white, and gray—come from the absence, full reflection, or mixed intensities of these 
wavelengths. 

3 Methodology 

3.1 Design Criteria and Implementation 

To achieve our research goal, we have established the following design criteria (DC) and 
are proceeding with development accordingly.

• DC1: RainbowTact should distinguish between chromatic and achromatic colors. The 
color space is divided into two distinct subspaces based on the presence of hue: the 
chromatic color space and the achromatic color space. This criterion was met by using 
2 different tactile patterns: waves of different wavelengths for the chromatic colors 
and dots of different density for the achromatic colors.

• DC2: RainbowTact should cover the entire chromatic color space and support the 
color attributes like hue, saturation, and brightness. To satisfy this, we have adopted 
the following strategy: Hues are indicated by varying line wavelengths, saturations by 
line widths, and brightness by the spacing between lines, ensuring clear identification 
and distinction of color attributes.

• DC3: RainbowTact should be omnidirectional. We have taken great care to ensure 
that the tactile patterns created can be interpreted regardless of their orientation, so 
that they can be understood from any direction. In addition, we made every effort 
to optimize the unit size of the lines and dots so that users can identify colors with 
minimal movement of their fingertips.

• DC4: RainbowTact should provide consistency and quality in the learning, commu-
nication, and production of TG. To meet this criterion, we considered compatibility 
with the existing guidelines [7]. The generated tactile patterns should adhere to the 
specifications outlined in it, such as line width, spacing, and texture differentiation.

• DC5: RainbowTact should be able to automate the color to TG conversion process. 
We engineered a three-step color-to-TG algorithm. First, image preprocessing with k-
means clustering simplifies colors, grouping pixels by their HSV values and merging 
similar hues based on a set threshold to reduce complexity. Next, it segments the 
image into chromatic and achromatic regions. The algorithm then generates tactile 
patterns—using dot patterns for achromatic areas, where dot size and density adjust 
to grayscale intensity (larger, denser dots for darker areas, smaller, sparser dots for 
lighter ones), and wave patterns for chromatic regions, which are systematically varied
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according to HSV attributes. Wavelength (λ) is mapped linearly from the hue value 
range (0 to 180) to correspond with specific hues, saturation is linearly mapped to 
wave amplitude (A), and brightness levels are depicted by line width—thicker lines for 
darker colors, in accordance with the BANA guidelines [7]. The following equation 
was used to generate the different wave patterns. 

y = A sin  sin

(
2π 
λ 
x

)

This method ensures that tactile patterns are omnidirectional and can be discerned 
from any orientation. Figure 1 shows an exemplary conceptual illustration of Rainbow-
Tact. Our prototype software, developed in Python, supports the design criteria above, 
producing outputs suitable for various tactile printing technologies, including thermal 
swell paper, thermoforming, Braille embossing, and 3D printing. 

Fig. 1. Conceptual Illustrations of RainbowTact 

3.2 Pilot Study 

To evaluate the effectiveness and user satisfaction of RainbowTact, we conducted a 
small-scale pilot study. Three participants (1 female, 2 male) were recruited through a 
community of visually impaired people. All participants were blind and had Braille liter-
acy and prior experience with TG. Before getting into the main test session, participants 
were introduced to RainbowTact and were given time (5 min) to familiarize themselves 
to the concepts and tactile patterns used like wavelength, line interval and width. 

The main user test consisted of two sessions (quantitative and qualitative). In the 
quantitative session, each participant was given 3 tactile maps (Fig. 2, excluding the
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color images) with features like water area, parks, and buildings, using RainbowTact. 
They were asked to identify and count the number of color-coded features on each map. 
The task success rate and completion time were measured. 

Fig. 2. User study materials for the quantitative session 

In the qualitative session, user preference for RainbowTact compared to the tradi-
tional grating method was assessed. Participants were given 4 pairs of TG printouts. 
Figure 3 shows one of the given printouts each presented using either RainbowTact or 
the traditional grating method. They studied the given TG materials for 15 min. While 
exploring the two different TG methods, they were encouraged to think aloud, commu-
nicating with the research investigator. After completing both sessions, to understand the 
participants’ preference for RainbowTact, we had a semi-structured interview session 
to get more information like their interpretation strategies and their overall satisfac-
tion, using some relevant survey items from System Usability Scale[12] and open-ended 
questions. 

Fig. 3. an example user study material used for the qualitative session
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4 Results 

The success rates for each participant are shown in Table 1. While there were some 
variations among the participants, Overall, about two-thirds showed the task success rate. 
Given the relatively very short training time, the results were quite decent. Participants 
were able to distinguish chromatic from achromatic colors well, but showed relatively 
more errors with chromatic colors. 

Table 1. Task Success Rate 

Participant # Map 1 Map 2 Map 3 Total 

P1 1/3 2/3 2/3 5/9 

P2 2/3 2/3 2/3 6/9 

P3 2/3 3/3 2/3 7/9 

The line chart presented in Fig. 4 indicates a clear trend of increasing efficiency 
among all participants in task completion times. This consistent progression can be 
interpreted as evidence that RainbowTact being used allows users to quickly adapt and 
improve their performance. In terms of task completion time as well, achromatic color 
identification showed a much faster performance than chromatic one. 

Fig. 4. Task Completion Time 

In the qualitative evaluation session, participants uniformly favored the wave patterns 
generated by RainbowTact over traditional grating methods. Participant #2 remarked on 
the tactile differentiation, stating, “The degree of waviness is definitely noticeable… 
But comparing the angle of the slopes is too difficult.” Participant #3 emphasized the 
non-directional advantage of RainbowTact’s wave patterns, noting, “No matter which 
direction my hand is in, I can recognize the wavelengths,” highlighting wave patterns’ 
ease of differentiation. Participant #1 pointed out the grating method’s limitations: “I 
can’t tell if I am feeling the slope because it actually is a slope, or if it appears to be a 
slope because the outline is tilted,” indicating challenges in perceiving grating cues. 

The survey responses, measured on a seven-point Likert scale, further corroborated 
these qualitative insights. Participants expressed a positive inclination towards future
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use of RainbowTact, with an average score of 5.33, and rated its color translation fea-
tures as consistent and intuitive, achieving an average score of 5.67. Nonetheless, the 
ease of learning RainbowTact was rated moderately, at an average of 2.67, indicating 
some challenges in initial adaptation. Participants reported a wide range of comfort and 
confidence levels with RainbowTact, with scores spanning from 2 to 7. 

5 Discussion 

This research aimed to address the critical gap in effectively representing color informa-
tion in tactile graphics for the visually impaired. Our proposed method, RainbowTact, 
demonstrates strong potential in translating colors into intuitive tactile patterns. The 
pilot study results and user feedback suggest RainbowTact’s wave and dot patterns can 
enable improved color identification and differentiation over traditional methods. Key 
benefits like omnidirectionality, alignment with existing guidelines, and the ability to dis-
cern attributes like hue, saturation and brightness also indicate its promise. With decent 
success rates achieved even with minimal training, RainbowTact shows the capacity to 
provide visually impaired users a more holistic access to visual information. 

A key insight from our exploration was the innovative correlation of tactile sensations 
with the visible light spectrum’s wavelengths. This inventive mapping, which aligns 
shorter tactile wavelengths with longer visible wavelengths (and vice versa), endeavors to 
replicate the inverse relationship observed in light physics. This choice, while based on a 
scientific rationale, invites further investigation and debate to ensure that the tactile-color 
association is both intuitive for users and grounded in perceptual science. 

The consistency of tactile patterns across different production methods is important 
[13]. In terms of this, RainbowTact highlighted a significant technical limitation. The 
demand for higher-resolution tactile representations may exceed the capabilities of stan-
dard tactile printing devices, which typically operate at around 20 DPI. This challenge 
points to a gap in current tactile graphic production technologies, emphasizing the need 
for advancements that can accommodate the detailed granularity required by Rainbow-
Tact’s representations. Our ongoing efforts aim to identify the optimal levels of tactile 
resolution and height necessary to better convey color information through touch. 

Future research directions will focus on addressing the identified issues, with an 
emphasis on refining the tactile-color correlation to enhance RainbowTact’s effective-
ness and user satisfaction. Engaging with the visually impaired community will remain 
a cornerstone of our approach, ensuring that subsequent iterations of RainbowTact are 
informed by user feedback and are tailored to meet their needs and preferences more 
effectively. Conducting larger-scale studies and real-world applications will also be cru-
cial in validating the efficacy and user satisfaction of RainbowTact, with the ultimate goal 
of advancing the field of tactile graphics and enriching the informational accessibility 
for the visually impaired. 
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Abstract. This paper introduces the Special Thematic Session (STS) 
on New Methods for Creating Accessible Material in Higher Education [ 1]. 
Inclusive education, as mandated by the UN Convention on the Rights 
of Persons with Disabilities, demands universities to provide accessible 
study conditions. However, many study materials lack accessibility espe-
cially for visual content such as graphics and there are only few universi-
ties that offer a transfer service. Therefore, most students have to create 
solutions themselves. It is therefore necessary to develop new standard-
ized methods that make it easier for students with visual impairments 
to access visual content of teaching material and exams e.g. by generat-
ing captions of charts, providing standardized descriptions and making 
graphics available tactilely. 

Keywords: Accessibility · Higher Education · Inclusive Education · 
Disability · STEM Accessibility 

1 Introduction 

Access to education is crucial for all people, regardless of their individual circum-
stances or limitations. This principle is not only a matter of equality, but also 
a cornerstone of an inclusive society that values and promotes the diversity and 
uniqueness of each individual. In the pursuit of inclusive education, as mandated 
by Article 24 of the UN Convention on the Rights of Persons with Disabilities, 
access to higher education is recognized as a fundamental right. This applies not 
only to physical accessibility, but also to the area of teaching materials; univer-
sities and other institutions are obliged to provide barrier-free study conditions. 
cO The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
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Thus, it is crucial that institutions in higher education make their teaching and 
learning materials accessible to ensure that all students can benefit equally from 
educational opportunities. 

A UNESCO report [ 2] emphasizes the importance of accessible educational 
materials and highlights that they can help make education systems more inclu-
sive and promote participation for all students. Furthermore, UNESCO stresses 
that the provision of accessible materials is not only an ethical imperative, but 
also an important prerequisite for achieving the Sustainable Development Goals. 

The benefits of providing accessible materials are manifold. It’s not just about 
meeting legal requirements, but also about creating an inclusive learning envi-
ronment where all students can reach their full potential. Accessible materials 
not only help people with disabilities, but also other students who may benefit 
from alternative ways of presenting or accessing learning. 

However, many educational institutions do not provide fully accessible teach-
ing and learning materials or are even not aware of their obligation to provide 
all students with access to teaching material. It is mostly up to the students to 
decide how they obtain the teaching materials and how they are made accessi-
ble, for example by hiring assistants to transfer literature, teaching them how to 
make documents accessible or asking lecturers to make their material available 
digitally so that they at least have access to the content. This has far-reaching 
implications for how people with disabilities access education. A lack of accessi-
ble materials can lead to students with disabilities or other health impairments 
being excluded from full participation in academic life. 

A possible solution involves new methods like artificial intelligence or LLMs 
(Large Language Models) that show potential in e.g. automatically describing 
complex structures like tables or mixed/non text elements like pictures, graphs, 
charts etc. However, first examples show that this process only works semi-
automated in the moment - a human supervision is needed to check e.g. the 
descriptions on completeness but also on a logically appropriate cue, a red thread 
through the picture or even chart described. Often, pictures and other mixed/non 
text alternatives are used additionally to text - and a verbose description of 
an element that is fully explained in one of the paragraphs above does keep 
the readers from efficiently grabbing the idea, use the provided content and 
results in using up the readers’ time and attention. In the moment, the powerful 
algorithms of an LLM or AI are not able to link mixed/non text elements to 
information / positions in a text or understand the text around non textual 
content and are also not able to decide whether the information in it must 
be explained and represented or can easily be discarded. So a certain amount 
of research, definition and standardisation work needs to be done before these 
technologies can reach their full potential and find their way into making up 
complex structures and mixed/non textual content accessibly and usable instead 
building up new barriers. 

This Special Thematic Session (STS) seeks to explore the multifaceted chal-
lenges associated with creating accessible teaching and learning materials in 
higher education for students with visual impairments. By examining tools,
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methodologies, and best practices, this session endeavors to equip educators and 
institutions with the knowledge and resources necessary to foster truly inclusive 
learning environments. 

2 Current Solutions to Improve Access to Teaching 
Material 

Teaching material includes a wide range of document types, from handwritten 
and digital notes to scientific papers, slides, books, and assignments. In addition, 
they frequently comprise graphical content in two and three dimensions, which 
are essential for class participation, lab activities, and examinations. However, 
despite these mandates, a significant portion of educational materials remains 
inaccessible to students with visual impairments. Addressing this accessibility 
gap necessitates a comprehensive approach, tailored to the unique needs and 
working methods of individual students. 

In the following paragraphs, we present four approaches that developed new 
solutions on how to improve the accessibility of charts by standardize descrip-
tions, generate them automatically and provide tactile graphics. Another solu-
tion addresses the improvement of the accessibility of exams. 

2.1 Accessibility of Graphics 

While information is often presented visually by pictures, schemes, or charts to 
summarize complex content, it is not accessible for blind persons. There are cur-
rently three main possibilities to make them accessible: (i) creating a description, 
(ii) substituting the graphical content with another form (e.g., replacing charts 
with tables), and/or (iii) providing a tactile graphic that allows blind users to 
explore graphical content via touch. Zebehazy et. al. [ 8] found that the best way 
to access graphics for blind students at school is to provide a tactile version and 
a description. They regard exploring a tactile graphic, discovering information, 
and answering questions independently is regarded as a fundamental part of the 
learning process. 

Until recently, descriptions were mainly created manually by experts who 
decided which content of a graphic was most essential and then described it in 
words. It is usually up to the experts how they describe and structure a descrip-
tion. Now, gradually, it is possible to involve AI-based tools in the process of 
recognizing and describing visual information, e.g. using a digital visual assistant 
powered by OpenAI’s ChatGPT-4 vision model. 

Additionally to descriptions, tactile graphics can add extra information. 
Moreover, for some purposes, the tactile representation is still the only possible 
one, e.g. maps. However, creating tactile graphics usually involves the manual 
work of experts and needs a lot of time. Even here, however, it is possible to use 
tools that replace some of the manual work - whether it be map generators or 
conversion tools for preparing tactile charts (see below).
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Accessibility of Charts. As screen reader users generally increase the reading 
speed of their screen reader to access information more quickly, they appreci-
ate structured information. Thus, [ 6] addresses the problem of describing func-
tion graphs. Recognizing the lack of standardized descriptions for mathematical 
function graphs, particularly for blind individuals, they propose to develop a 
comprehensive description standard in a user-centered design process. By struc-
turing information according to the needs of blind readers, this approach aims 
at enhancing accessibility and comprehension in university-level mathematics 
education. 

Nowadays, more and more deep learning methods are being used to generate 
such descriptions. Alt-Texts are obligatory according to WCAG [ 9] and  are a  
critical component for enhancing accessibility for blind and visually impaired 
individuals. To streamline the creation of alternative texts (Alt-Text) for chart 
images, [ 3] present a method to support experts in creating these texts with AI-
based methods. By harnessing deep learning models and a benchmark dataset, 
the system facilitates the generation of high-quality Alt-Text, thus improving 
the accessibility of graphical content in educational materials. 

An alternative approach of [ 5] focuses on developing a real-time chart cap-
tioning system optimized for visually impaired individuals in response to the 
increasing reliance on visual data in online classes and video meetings. By lever-
aging AI for interpretation and captioning of charts, this system aims to bridge 
the accessibility gap in dynamic and interactive remote environments, thereby 
fostering a more inclusive digital learning landscape. 

While tactile graphics offer benefits to blind students, they can be challenging 
to prepare. Thus, [ 4] addresses the challenge of making chart images tactilely 
accessible by ChartFormer. It presents an innovative approach leveraging a large 
vision language model. Through the conversion of raster chart images into tactile-
accessible Scalable Vector Graphics (SVGs), this approach aims to facilitate 
data interpretation for individuals with visual impairments, thereby promoting 
inclusivity in educational settings. 

2.2 Accessibility of Texts 

Since people who rely on modern assistive technologies are largely dependent on 
the existence of digital versions of learning materials, one would expect that in 
today’s digital age, text accessibility would be a simple and solved issue. While 
the easy availability of digital tools for text creation and editing, text editors, 
has brought with it the existence of a massive number of digital documents, 
paradoxically, it has not yet ensured their greater accessibility. The emphasis on 
the visual aspect, but the omission of technical correctness of the typesetting, 
often brings difficulties not only to users of assistive technologies. Moreover, some 
types of documents are traditionally delivered to students in a non-editable form 
(e.g. tests).
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Accessibility of Exams. At university, students often prepare for their own 
exams with the help of past exams. However, these documents are often only 
available in a printed format and thus constitute a critical barrier for visually 
impaired students. [ 7] addresses this challenge through a semi-automatic AI-
based approach, guiding sighted individuals in efficiently converting exam docu-
ments into accessible formats. By incorporating necessary accessibility features, 
this initiative aims to promote equitable access to exam materials and enhance 
the learning experience for all students. 

3 Conclusion 

In summary, the contributions of this Special Thematic Session stress the impor-
tance of enhancing accessibility and inclusivity in higher education. The pre-
sented approaches apply innovative tools, methods, and develop standards that 
enable educators and institutions to improve equitable access to learning mate-
rials for all students, regardless of their abilities. There are still many research 
questions which have not been answered yet. The new approaches are promising 
that materials can be made accessible more quickly in the future by overcoming 
barriers (semi-)automatically and access to information is facilitated for all. 
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Abstract. Alternative Texts (Alt-Text) for chart images are essen-
tial for making graphics accessible to people with blindness and visual
impairments. Traditionally, Alt-Text is manually written by authors but
often encounters issues such as oversimplification or complication. Recent
trends have seen the use of AI for Alt-Text generation. However, existing
models are susceptible to producing inaccurate or misleading informa-
tion. We address this challenge by retrieving high-quality alt-texts from
similar chart images, serving as a reference for the user when creating
alt-texts. Our three contributions are as follows: (1) we introduce a new
benchmark comprising 5,000 real images with semantically labeled high-
quality Alt-Texts, collected from Human Computer Interaction venues.
(2) We developed a deep learning-based model to rank and retrieve simi-
lar chart images that share the same visual and textual semantics. (3) We
designed a user interface (UI) to facilitate the alt-text creation process.
Our preliminary interviews and investigations highlight the usability of
our UI. For the dataset and further details, please refer to our project
page: https://moured.github.io/alt4blind/.

Keywords: Alt-Text · Image Retrieval · CLIP Model

1 Introduction

Making charts accessible to a broader audience is essential to ensure equal access.
Part of this audience includes people with blindness and visual impairments
individuals who access data through different modalities: tactile and auditory.
The choice between these modalities often depends on the available technologies
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and the preferences of people with blindness and visual impairments. Although
technologies like sonification and tactile materials are available, Alt-Text remains
the primary method for BVI individuals to acquire information about images
through screen readers [4]. In accordance by the WCAG1, an alt text is required
for a graphic to be accessible. These summaries are embedded as hidden tags
within documents or web pages. A study [2] revealed that over 80% of web
pages often neglect to include alt text. Furthermore, even when available, it
often doesn’t comply with recommended guidelines (e.g. WCAG) and standards
(e.g. W3C).

Chart alt-text can originate from two primary sources: manually created
by humans or (semi-)automatically generated by AI systems. Human-generated
descriptions are often accurate but typically require expertise. Recent studies
have highlighted a significant Alt-text deficiency in publications [1]. On the other
hand, automatically generated captions are quicker to obtain, and require no
expertise but may suffer from information inaccuracy. Thus, crafting a high-
quality chart alt-text is not a trivial task [6].

Instead, this work investigates the role of using AI in aiding both experts and
non-expert users to write high-quality alt-text by presenting high-quality, similar
charts with alt-text as references for them. To achieve this, we built a comprehen-
sive dataset composing 5,000 chart images sourced from venues providing alt-text
with their publications. We then trained an AI model to categorize images based
on their visual and textual similarities. Subsequently, the most similar images
are retrieved and presented to the user through our Alt4Blind interface (Fig. 1).

2 Related Work

In this section, we first examine existing datasets in the field of chart analysis,
followed by a discussion on the available models and tools for creating textual
descriptions of charts.

2.1 Datasets

Chart-2-Text [5] is a popular dataset in computer vision. It comprises a large
number of chart images of various types, with each image accompanied by sum-
mary and bounding box annotations. However, it is not tailored for people with
blindness and visual impairments, the summaries are not structured and do not
adhere to the accessibility guidelines. In contrast, Vistext [10] comprises 8822
synthesized images, each manually assigned alt-texts, representing a significant
effort. However, it features synthetic charts, restricted to line and bar charts,
and the alt-texts were not authored by the original image creators, potentially
omitting crucial context. Another dataset, HCI Alt-Text [1], collected chart fig-
ures from HCI conferences and aims to analyse the quality of provided alt-texts.
However, it consists of 511 chart images, making it less suitable for deep-learning
models.
1 https://www.w3.org/WAI/alt/.

https://www.w3.org/WAI/alt/
https://www.w3.org/WAI/alt/
https://www.w3.org/WAI/alt/
https://www.w3.org/WAI/alt/
https://www.w3.org/WAI/alt/
https://www.w3.org/WAI/alt/
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Fig. 1. Alt4Blind UI: (1) Menu bar offering access to guidelines and a tutorial. (2)
Space for uploaded images featuring a function bar (zoom, move, fit). (3) Text field
for user input, accompanied by a button to update the retrieved image. (4) Retrieved
charts based on the uploaded image, can be further enhanced with text query.

2.2 Alt-Text Creation Models

Chart Analysis is an emerging field in computer vision, featuring recent works
such as ChartAssistant [8] and ChartLLama [3]. These models are trained for
various chart-related tasks, including description generation, chart2table, and
chart2code, among others. Despite being trained on a vast chart corpus, these
models fall short of addressing accessibility concerns.

2.3 Tools

K. Mack [7] analyzed various interface designs to facilitate the creation of high-
quality alt-texts. Their results concluded that interfaces assisting authors
in deciding what to include in the alt-text were well-received and
led to higher-quality descriptions. However, there are very few tools that
adopt this approach. WATAA [4] is one such tool, which presents users with
AI-generated descriptions as a reference. Nevertheless, AI descriptions are prone
to hallucinations.

In this paper, we focus on addressing both limitations: (i) creating a database
with high-quality alt-texts, and (ii) developing an intelligent tool that aids people
with and without accessibility knowledge to author high-quality alt-text.
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3 Exploratory Interviews and Findings

With the help of the Center for Digital Accessibility and Assistive Technologies in
Karlsruhe Institute of Technologies2, we recruited six participants with varying
levels of accessibility expertise, from none to advanced (working in the field
of accessibility). We conducted exploratory interviews with these participants
(experts (P1-P3), non-experts (P4-P6)) to identify necessary features for the
development of an intuitive user interface, the Alt4Blind app. Participants were
not compensated.

3.1 Procedure

The interviews took place in a one-hour face-to-face session following the steps:

1. Initially, we introduced a basic line chart featuring three distinct lines, see
the illustration in the upper left of Fig. 1–2.

2. Participants were then instructed to write a description for a blind person.
3. Following this, we inquired about the challenges faced and their perspective

on essential features for a web tool designed for this task.

No compensation was offered for participation in this study. Furthermore,
the user study received approval from the KIT Internal Ethical Committee.

3.2 Qualitative Results

During the interview, we took notes that we analyzed after the sessions. The anal-
ysis revealed the following observations: P1-P3, maintained a coherent reading
order, starting with visual semantics (e.g., chart type, title, and axis labels) fol-
lowed by contextual information (e.g., line trends, and comparisons). In response
to the follow-up questions, P1 noted that they usually find Multivariate and
Panel charts challenging. P4-P6 discussed how they were unfamiliar with alt-
texts as it’s often hidden in tags, and suggested the need for an initial guideline
before start writing. Based on these insights, we identified as a feature that
an initial suggestion for user-uploaded images is necessary. Thus, we chose to
(1) display a real initial suggestion, i.e. displaying real chart images with
human-authored high-quality alt-texts. (2) the images should be visually
or contextually relevant to the user chart.

2 www.access.kit.edu.

www.access.kit.edu
www.access.kit.edu
www.access.kit.edu
www.access.kit.edu
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Fig. 2. Our retrieval system leverages both the text and image encoder modules of the
fine-tuned CLIP model. This ensures similarity at both visual and contextual levels.

4 Alt4Blind

In this section, we describe (i) our dataset, (ii) the AI-based model for ranking
and retrieving similar charts with alt-texts, and (iii) the creation of the Alt4Blind
User Interface.

4.1 Creation of Our Dataset

We first crawled 25,000 images with alt-text from publicly available HCI-related
conferences spanning the last 10 years to expand on the HCI Alt-Text dataset [1].
In the next step, we filtered out images that are not charts, have a short alt-
text or lack semantics, so we end up with 5,000 chart images, marking a tenfold
increase from the previous dataset.

Our dataset contains a wide variety of chart types, from familiar forms like
Line, Bar, Area, Pie, and Scatter charts to more unique visualizations not present
in previous works such as multi-variate and panel charts. We used the 4-level
semantic model by Lundgard et al. [6] to rate alt-text quality. Initial scoring
was conducted using ChatGPT-4 by assessing the number of semantics and
levels present in each alt-text. The richest samples were subsequently manually
reviewed.

4.2 Chart Image Retrieval

Image retrieval involves searching for images similar to a given query image or
text, with a focus on ensuring the top results include similar chart semantics.
For this purpose, we employed CLIP ViT-B/32 [9] as our baseline model. The
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CLIP architecture encompasses both a text and an image encoder, each produc-
ing a 512-dimensional feature vector. The CLIP model uses the unsupervised
contrastive pre-training approach to cluster the samples in the latent space.
Hence, we fine-tuned the model on our dataset, with a batch size of 16 for 10
epochs. Next, during the inference phase, Fig. 2, we input the image, extract the
encoders’ representations and compare it to the samples from the datasets. The
top three candidates with the highest cosine similarity scores are then retrieved.
Our model achieved 92% in P@3 and 85% in R@3, demonstrating high capa-
bilities in Precision (P@3) and Recall (R@3) for displaying similar chart images
within the top three results, respectively.

4.3 User Interface

For our prototype, we utilized React JS3, a JavaScript library ideal for building
user interfaces. It includes a landing page for users to drag-and-drop chart images
and a tutorial for first-time use. Once an image is uploaded, the backend model
display the top three similar candidates on the main page (see Fig. 1). Users can
enlarge to view the full alt-text. The “Get Similar” button allows users to refresh
the candidates when they type their summary in the text field.

5 Preliminary Evaluation

We conducted tests with the same participants, P1-P6, to assess our user inter-
face. Participants were presented with Panel and Multivariate charts, which
were unfamiliar to all. The samples are depicted in Fig. 1, and participants were
instructed to:

1. Review the guidelines and participate in the tutorial chart session first.
2. Use Alt4Blind to upload the chart and create alternative text for the image

provided.
3. Describe their experience in detail.

During the session, we tracked mouse movements and recorded user interac-
tion behaviors using pen and paper. All participants produced detailed descrip-
tions. P4-P6 especially benefited from the feature that allows copying sentences
from various similar charts to craft their descriptions. Expert users appreciated
this feature and recommended adding chart captions to further complement the
alternative text. P1 suggested increasing access to more than three similar charts,
whereas P3 proposed a feature to replace irrelevant images among the selected
charts.

3 https://react.dev/.

https://react.dev/
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6 Discussion and Limitations

In this section, we shortly discuss our results and the limitations of this work.

Intelligent Features: Our tool has demonstrated efficiency in enabling both
inexperienced and experienced users to author high-quality alt-texts. However,
it could further benefit from additional intelligent functionalities, such as LLM-
based feedback and descriptions, which are currently under development.

Captions: While the current implementation assists users in creating alt-text,
we believe that integrating captions into the tool is essential, as captions and
alt-texts often complement each other.

Interactions: Current UI does not allow users to have control over the similar
chart section. Future iterations should offer users control, allowing them to omit,
replace, or view more charts.

User Study: Our initial investigations, though encouraging, were conducted
with a limited number of users and lacked comprehensive control measures.
Future studies should engage a larger and more diverse group of participants
and should involve people with blindness and visual impairments.

7 Conclusion

We presented an online, open-source tool to enhance alt-text writing by using
AI image retrieval, making it more engaging. Our shared dataset invites further
development by the NLP and Computer Vision communities to advance chart
summarization tasks with a focus on people with blindness and visual impair-
ments. Currently, while our work primarily provides examples of alternative
texts, it lays the groundwork for future research incorporating Vision-Language
models to address accessibility concerns.
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for his support in developing the UI. We would also like to thank the HoreKa computing
cluster at KIT for the computing resources used to conduct this research.
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Abstract. Visualizations, such as charts, are crucial for interpreting 
complex data. However, they are often provided as raster images, which 
are not compatible with assistive technologies for people with blindness 
and visual impairments, such as embossed papers or tactile displays. 
At the same time, creating accessible vector graphics requires a skilled 
sighted person and is time-intensive. In this work, we leverage advance-
ments in the field of chart analysis to generate tactile charts in an end-
to-end manner. Our three key contributions are as follows: (1) intro-
ducing the ChartFormer model trained to convert raster chart images 
into tactile-accessible SVGs, (2) training this model on the Chart2Tactile 
dataset, a synthetic chart dataset we created following accessibility stan-
dards, and (3) evaluating the effectiveness of our SVGs through a pilot 
user study with an refreshable two-dimensional tactile display. Our work 
is publicly available at https://github.com/nsothman/ChartFormer. 

Keywords: Vision-Language Models · Chart Analysis · Tactile Charts 

1 Introduction 

Charts are essential for communicating complex information to a broad and 
diverse audience. People with blindness and visual impairments access these 
charts primarily through text-based descriptions (e.g., screen readers), and tac-
tile representations (e.g., embossed paper, tactile displays). The use of tactile 
charts in educational setting has been shown to enhance the development of 
people with blindness and visual impairments’ analytical skills [ 11]. These tac-
tile charts are often created using drawing software for vector graphics (e.g., 
Inkscape, LibreOffice Draw, etc.) and saved in the Scalable Vector Graphics 
(SVG) format. SVGs are XML-based files that store geometrical shapes using 
mathematical formulas in a hierarchical structure. This format presents several 
advantages for creating accessible graphics [ 1], including (1) each element in an 
cO The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
K. Miesenberger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 299–305, 2024. 
https://doi.org/10.1007/978-3-031-62846-7_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-62846-7_36&domain=pdf
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http://orcid.org/0009-0000-9938-1226
http://orcid.org/0000-0002-7346-5744
http://orcid.org/0000-0003-4309-1822
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SVG can be assigned different styles, translating into distinctive textures in the 
tactile version. (2) SVG files can hold supplementary textual descriptions which 
enhances interactivity when used with screen readers or tactile displays. (3) abil-
ity to be resized without causing blurring or distortion, making them ideal for 
varying paper sizes or zooming on tactile displays [ 7]. Creating an SVG chart 
from a raster image requires careful simplification of both textual and visual con-
tent to support tactile formats while also preserving the integrity of the chart 
information. This includes reducing textual content, such as limiting the num-
ber of axis labels and focusing on only crucial visual elements, like emphasizing 
significant scatter points in a scatter plot. Due to these complexities, crafting 
vector graphics is not a trivial task. Nevertheless, AI-based chart analysis mod-
els have demonstrated emerging capabilities in image analysis. In light of these 
developments, we outline three main contributions in our work: (1) We introduce 
a transformer-based model that extracts key information and assigns styles for 
the SVG file. (2) We present the Chart2Tactile dataset, created in adherence to 
accessibility guidelines. (3) We share insights from a pilot user study involving 
four blind participants who evaluated SVG graphics generated by our model on 
a 2D tactile display. 

2 Related Work 

Very few studies have explored automated heuristics for making raster charts 
tactically accessible. Most prior research follows a two-step methodology to con-
vert charts, beginning with metadata extraction and followed by conversion into 
tactile format. In this section, we discuss these methods and also the available 
benchmarks. 

2.1 Metadata Extraction 

A recent work, ChartLLama [ 3], trained a large Vision-Language Model (VLM) 
on synthetically generated images across 10 chart types. One of its tasks is 
converting charts into Matplotlib Python codes. While this model demonstrates 
the potential of VLMs in chart comprehension, it overlooks accessibility concerns. 
ChartDetective [ 5] provides a UI for processing SVG chart documents, allowing 
data extraction through simple drag-and-drop interactions. This tool is useful 
when SVGs are available, but additional steps are still required for redrawing 
the data into accessible tactile materials. 

2.2 Tactile Charts 

A limited number of studies have proposed systems capable of both extracting 
data and generating tactile materials. Engel et al. presented the SVGPlott sys-
tem [ 2], a GUI that comprises six steps to convert bitmap images into printable 
SVG format. This system streamlines the process through step-by-step guidance;
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however, it still requires manual extraction of metadata, which may not be fea-
sible for dense charts. A more recent development, Chart4Blind [ 8], introduced 
an end-to-end AI-assisted user interface designed to convert charts into tactile 
formats accessible for the visually impaired. Nevertheless, it currently only sup-
ports line charts, highlighting the need for broader support of other types of 
visualizations. 

2.3 Available Datasets 

ChartAssistants [ 6], a recent work, stands out for its comprehensive collection 
of chart images, each paired with detailed metadata. Although it lays a solid 
groundwork for converting charts to code, it cannot generate accessible visual-
izations. In contrast, datasets oriented towards accessibility, like VisText [ 12], 
have focused on making visualizations accessible through chart summarization 
tasks, but none have considered the tactile modality. To our knowledge, we 
propose the first dataset for the task of Chart2Tactile conversion. 

Fig. 1. A scatter plot sample: (a) the original synthesized raster image; (b) the tactile 
version following accessibility guidelines. 

3 Chart2Tactile Dataset 

Our dataset comprises 10,000 tactile chart images, spanning 4 categories (line, 
bar, scatter and error-bar charts) each accompanied by time series data and a 
raster version. Below, we describe the formation of the Chart2Tactile dataset. 

3.1 Metadata Collection 

To create a visualization, time-series data is essential. We aimed to select a 
source that would be augmented by our contributions. We identified the VisText 
[ 12] and ChartX [ 13] datasets as the most suitable choices. VisText offers 8,822 
images, complete with their data tables and accessible summarizations, featuring 
univariate time series. ChartX contains 48K chart data covering 22 topics, 18 
chart types, with each chart including four modalities: image, CSV, Python code, 
and text description. A sample raster image is presented in Fig. 1-(a).



302 O. Moured et al.

3.2 SVG Guidelines 

Rendering the metadata as tactile charts necessitates adherence to established 
guidelines to ensure that the charts are accessible by individuals with visual 
impairments. This process involves not only the translation of visual informa-
tion into a tactile format but also the thoughtful consideration of how various 
elements can be differentiated by touch. We followed various tactile printing 
guidelines [ 2, 10] to create accessible SVGs. The key requirements we adhered to 
are summarized as follows: 

1. Elements should be distinguishable by touch, using varying thicknesses or 
symbol types such as dotted or dashed patterns. 

2. Thin elements should be avoided. 
3. Text in tactile illustrations should be in Braille, oriented horizontally. 

Additionally, we collaborated with an expert from the Center for Digital 
Accessibility and Assistive Technology 1 at Karlsruhe Institue of Technology, spe-
cializing in converting educational materials for people with blindness and visual 
impairments. Their feedback included the following recommendations: 

1. Enclose text content with a bounding box for better exploration and distin-
guishing separate texts more effectively. 

2. For dense charts such as scatter plots, only significant, non-overlapping points 
should be drawn to avoid clutter. 

3. Embed description tags for both text and visual elements to enable accessi-
bility via screen readers. 

3.3 SVG Creation 

For transforming metadata into SVGs, we used the svgwrite Python package 2. 
For each time series, we synthesized an SVG template and rendered a raster 
image using Vega-Lite 3. To ensure accuracy, we manually selected samples from 
each category of the data and conducted a thorough verification process. A tactile 
sample is illustrated in Fig. 1-(b). 

4 ChartFormer Model 

We selected LLaVA-1.5 [ 4] as our baseline model, comprising a vision encoder 
for image input and a language model for text output decoding. We used the 
baseline weights from ChartLLama [ 3], adopted the same hyperparameters for 
training, and then fine-tuned the model for 10 epochs using our dataset. The 
model is trained to analyze x-y raster chart images as input and extract the 
simplified metadata with the styling for the svgwrite code (see Fig. 2). More 
specifically, the following information is extracted:
1 https://www.access.kit.edu/english/index.php. 
2 https://svgwrite.readthedocs.io/en/latest/. 
3 https://vega.github.io/vega-lite/. 

https://www.access.kit.edu/english/index.php
https://www.access.kit.edu/english/index.php
https://www.access.kit.edu/english/index.php
https://www.access.kit.edu/english/index.php
https://www.access.kit.edu/english/index.php
https://www.access.kit.edu/english/index.php
https://www.access.kit.edu/english/index.php
https://www.access.kit.edu/english/index.php
https://svgwrite.readthedocs.io/en/latest/
https://svgwrite.readthedocs.io/en/latest/
https://svgwrite.readthedocs.io/en/latest/
https://svgwrite.readthedocs.io/en/latest/
https://svgwrite.readthedocs.io/en/latest/
https://svgwrite.readthedocs.io/en/latest/
https://vega.github.io/vega-lite/
https://vega.github.io/vega-lite/
https://vega.github.io/vega-lite/
https://vega.github.io/vega-lite/
https://vega.github.io/vega-lite/
https://vega.github.io/vega-lite/
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Fig. 2. The ChartFormer takes a raster x-y plot as an input. The essential metadata 
and styles are extracted, which are then used to populate the svgwrite templates. For 
better viewing resolution, please visit our project page. 

1. The x-y chart type, and titles, including plot, axes and legend titles. 
2. Axes range as 3 or 4 labels covering the whole period. The labels should 

adhere to the encodings (e.g., int, float, fraction, date/time and text). 
3. Extract the time-series data for drawing. 

The extracted data are then rendered using predefined svgwrite code tem-
plates for each chart category. It is important to note that for the scatter plot, we 
draw 10 points per label unit while separating overlapping points, in adherence 
to the SVG Guidelines 3.2. 

5 Pilot User Study 

We conducted a pilot user study with four people with blindness and visual 
impairments (three males and one female) to evaluate the effectiveness of the 
generated SVGs on a HyperBraille 2D tactile display 4. 

5.1 Procedure 

The user study images were randomly sampled from the LG dataset [ 9], which 
includes real charts. At the beginning of the session, a test graph was provided 
to introduce the participants to the available interactions. Afterwards, the 3 line 
charts shown in Fig. 3 were displayed and the participants were asked to explain 
and identify the key elements, titles, labels and legends and count lines, in each 
graph, as well as name few points intersection and line trend. 

5.2 Results and Discussion 

All participants successfully completed tasks related to charts (A) and (B), 
which involved identifying intersections and counting lines. They could also accu-
rately describe the line trend as increasing, decreasing, or constant. However,
4 https://metec-ag.de/en/produkte-graphik-display.php. 

https://metec-ag.de/en/produkte-graphik-display.php.
https://metec-ag.de/en/produkte-graphik-display.php.
https://metec-ag.de/en/produkte-graphik-display.php.
https://metec-ag.de/en/produkte-graphik-display.php.
https://metec-ag.de/en/produkte-graphik-display.php.
https://metec-ag.de/en/produkte-graphik-display.php.
https://metec-ag.de/en/produkte-graphik-display.php.
https://metec-ag.de/en/produkte-graphik-display.php.
https://metec-ag.de/en/produkte-graphik-display.php.
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Fig. 3. SVG-formatted line charts used in the user study, showcasing varying complex-
ities: (A) a single line; (B) two lines; (C) six lines. For better viewing resolution, please 
visit our project page. 

in chart (C), participants encountered difficulties in counting all intersections, 
likely due to the chart’s high density. Two participants used zoom features on 
the tactile display to discern closely positioned elements and intersections more 
clearly. They also appreciated the audio descriptions, which facilitated access 
to the chart’s textual elements. A common suggestion from all participants was 
regarding SVG rendering, specifically to address the staircasing effect in the tac-
tile output. The need for smoother line rendering to avoid jagged or stair-like 
appearances was emphasized. 

5.3 Limitations 

Although our system has been positively received by the participating people 
with blindness and visual impairments and collaborators, we believe there is still 
significant room for improvement: (1) Our system mainly targets x-y plots with 
two axes and charts of a single type. Future implementations could encompass 
other chart types. (2) Adding an interface to our system could allow sighted 
individuals to modify the chart before exporting it, ensuring that textual and 
visual details are accurately represented. (3) Conducting a larger, formal user 
study is necessary to assess the performance and furthermore, to experiment 
with different types of charts beyond just line charts. 

6 Conclusion 

In this work, we have showcased the potential of vision-language models for 
enhancing accessibility through the creation of tactile graphics and descriptive 
content. Current VL models fail to meet the special requirements that differ-
ent people may need, such as those with visual impairments. It is important 
for future research to address it by refining models to better serve these diverse 
groups. We believe that available models such as ChatGPT or Gemini can be 
utilized to address these tasks with few- or zero-shot tuning, hence minimal com-
putational demands, offering an easier available solution for schools and higher 
education institutes. We have also introduced the first dataset for tactile visu-
alizations that complies with accessibility guidelines. Despite some limitations, 
our contributions aim to encourage further research into supporting accessible 
graphics production.
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Abstract. This research addresses the critical need for real-time chart
captioning systems optimized for visually impaired individuals in the
evolving era of remote communication. The surge in online classes and
video meetings has increased the reliance on visual data, such as charts,
which poses a substantial challenge for those with visual impairments.
Our study concentrates on the development and evaluation of an AI
model tailored for real-time interpretation and captioning of charts. This
model aims to enhance the accessibility and comprehension of visual
data for visually impaired users in live settings. By focusing on real-
time performance, the research endeavors to bridge the accessibility gap
in dynamic and interactive remote environments. The effectiveness of
the AI model is assessed in practical scenarios to ensure it meets the
requirements of immediacy and accuracy essential for real-time applica-
tions. Our work represents a significant contribution to creating a more
inclusive digital environment, particularly in addressing the challenges
posed by the non-face-to-face era.

Keywords: Accessibility · Chart Explanation · Real-time architecture

1 Introduction

With the increasing trend towards remote interaction, such as video conferenc-
ing and online education, the use of visual data like charts has become ubiqui-
tous. However, this shift poses unique challenges for visually impaired individu-
als, who are often excluded from real-time visual data interactions. The central
focus of our research is the optimization of a real-time chart captioning system
designed to address these challenges. Our approach involves developing an AI
model capable of not just interpreting and captioning charts but doing so in a
real-time context, thus ensuring timely and accessible information delivery. This
paper outlines the development process, the challenges in optimizing for real-
time application, and the evaluation methods employed to assess the system’s
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effectiveness. We emphasize the importance of real-time processing to provide
immediate accessibility and comprehension of visual data, a crucial aspect in
interactive online settings. Our research is a step towards ensuring that visu-
ally impaired individuals can actively participate in and benefit from the digital
revolution in communication and education.

2 Related Work

There are two primary methodologies for chart interpretation and analysis. The
first approach leverages Question Answering (QA) datasets, such as ChartQA
[11], PlotQA [12], and FigureQA [6]. In this method, detailed information about
charts is obtained through a QA format, enabling selective extraction of infor-
mation based on user queries. Models like Deplot [9] and MatCha [10] opti-
mize this process, utilizing QA learning algorithms to effectively interpret these
datasets. The second approach employs traditional machine learning captioning
techniques. This involves the use of image-text pair datasets such as CoCo [8],
Chart-to-Text [7], and VisText [14]. For the interpretation of charts, this method
integrates Optical Character Recognition (OCR) models with transformer-based
models, facilitating a comprehensive understanding and description of chart con-
tents.

Object detection have been achieved significant advancements after the intro-
duction of models such as YOLO [13] and Fast R-CNN [2]. Notably, the YOLO
family has seen continuous evolution to support multi-task operations includ-
ing segmentation, depth estimation, and object tracking. These enhancements
have solidified the utility of YOLO-based models in a wide array of applica-
tions, primarily due to their superior processing speed compared to models like
Faster R-CNN. Despite their widespread adoption, there exists a growing neces-
sity for these models to support specific tasks, such as captioning, to broaden
their applicability. This requirement underscores the need for ongoing research
and development within the YOLO framework to extend its functionality beyond
traditional object detection tasks.

3 Proposed Method

In this research, we have developed a captioning model that necessitates exten-
sive parallel processing due to its complex encoder and decoder structure. This
complexity poses challenges for effective utilization on personal laptops or desk-
tops without high-performance computing capabilities. To address this, we pro-
pose the adoption of a client-server architecture, utilizing cloud servers for
real-life applications. This architecture is designed to be suitable for real-world
usage scenarios. Specifically, we adopt a dual-structure approach, termed the
’detection-captioning’ structure. In this setup, a detection model is placed ahead
of the captioning model. The detection model first identifies charts before acti-
vating the captioning model Fig. 1. This approach not only prevents overloading
the cloud server but also increases the probability of accurately responding to
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Fig. 1. Overall system architecture: series of frame-based images are inputted, they
undergo detection and tracking processes within the YOLO architecture. Following
this, a switch activates the T5 model, which then generates captions for the frames.
These captions are subsequently displayed on the frames.

actual charts. By reducing unnecessary captioning tasks through the detection
model, server resources are utilized more efficiently, providing faster and more
accurate results to users. This structure is expected to play a significant role in
the practical and effective implementation of a cloud-based captioning system
regardless of local computer.

3.1 Detection

The captioning model lacks the ability to discern Out-of-Distribution informa-
tion, necessitating unnecessary computational costs. This is particularly prob-
lematic when using large Language and Vision models, which have significant
computational costs, thus failing to guarantee real-time features. Furthermore,
given that charts constitute less than 10% of the content in online lectures, a two-
step ’detection-captioning’ approach can reduce computational costs by nearly
tenfold.
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3.2 Tracking

Continuously generating captions for detected charts leads to wasteful computa-
tional efforts. Therefore, a method that avoids regenerating captions for already
processed charts is necessary. This is achieved by tracking videos and generat-
ing unique IDs for each chart. The tracking model shares its backbone with the
detection model and uses a fine-tuned YOLOv8 [3].

3.3 Captioning

For the captioning component, we have selected the T5 [1] family’s VisuaLan-
guagelT5 model, which operates by extracting features through the visualization
embedding of images and generating captions. This model has achieved high per-
formance by directly enhancing the understanding of images through additional
inputs like scene graphs and tables, beyond raster images. However, despite its
high performance, the model shows weaknesses in real-world applications due to
its large size, leading to low computational efficiency.

This system is designed to optimize for the visually impaired, focusing on
converting visual information into text. It adopts traditional machine learning
methodologies for captioning, emphasizing real-time application and accessibil-
ity. The system’s architecture, comprising detection, captioning, and tracking
components, is tailored to efficiently process and interpret visual data, particu-
larly in scenarios with limited computational resources.

4 Evaluation
4.1 Dataset

The Chart-to-Text and VisText datasets, as previously mentioned, are com-
posed of image-text pairs, consisting of charts (images) and their correspond-
ing captions (texts). These datasets are organized into various sub-categories of
charts, such as bar charts and line charts, which influences the balance of data.
Notably, categories that are more frequently utilized tend to dominate these
datasets, potentially introducing bias. Additionally, the theme of each dataset
varies across data points, posing potential challenges for encoders in the data
extraction process. Given these characteristics, it is imperative to employ both
datasets in the training process. This approach ensures the diversification of
data and minimizes bias, thereby optimizing the performance of encoders. Our
findings underscore the importance of leveraging multiple datasets to enhance
the robustness and accuracy of models designed for chart interpretation and
captioning.

4.2 Experiment

In the context of chart detection and tracking, we utilized the VisText dataset
to generate bounding boxes, thereby creating a dataset tailored for object detec-
tion. This dataset was subsequently employed to train a YOLOv8 model, with
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a learning rate of 1e-3 and for a duration of 5 epochs. Post-training, charts were
identified using a confidence threshold of 0.25 and an Intersection over Union
(IoU) threshold of 0.7 to generate bounding boxes. Each detected object was then
assigned a unique identifier to facilitate tracking. Our study presents the poten-
tial for real-time system capabilities by improving system efficiency through the
integration of object detection and tracking, thereby reducing the total compu-
tational cost. This was experimentally validated using videos from references [5]
and [4]. The computational cost incurred by employing the captioning model in
isolation was approximately tenfold higher than that of the system augmented
with the detection model. Furthermore, the inclusion of the tracking model in
the system demonstrated an approximate eightfold improvement in efficiency
compared to the detection-only system. These findings underscore the signifi-
cant enhancements in system performance and efficiency that can be achieved
through the strategic incorporation of object detection and tracking modules,
highlighting the feasibility of deploying such a system in real-time applications
(Table 1).

Table 1. Total Inference Time(s) for videos with difference system architecture

Captioning Detection + Captioning Tracking + Detection + Captioning

Video- [5] 4219 391 29
Video- [4] 8103 803 120

4.3 Extrinsic Evaluation

Fig. 2. Example of captioning by model in ChartQA dataset

The comprehensive nature of explanations generated by current systems Fig. 2
may inadvertently pose challenges for visually impaired individuals in real-time
applications by details. This observation suggests that a system’s effectiveness
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is not solely determined by the granularity of its explanations. This character-
istic necessitates the development of systems that are inherently user-centric,
taking into account the diverse needs and preferences of their users. Such an
approach could involve strategies like emphasizing key points to enhance the
understandability and practicality of captions for all users, including those with
visual impairments. This shift towards simplicity and emphasis on critical infor-
mation could significantly improve accessibility and user experience in assistive
technologies.

5 Conclusion

The development of systems that not only focus on the performance of artificial
intelligence models but also consider practical aspects for real-world application
is crucial across various domains. This is particularly pertinent in the context of
platforms designed for visually impaired users, underscoring the necessity for a
deep understanding and thoughtful application of their unique requirements. Our
research represents a significant step in this direction. By fundamentally com-
prehending the needs of such platforms and employing state-of-the-art technolo-
gies, we have successfully constructed a system that operates efficiently through
the implementation of streamlined algorithms. This approach demonstrates the
potential of combining advanced AI with user-centric design to create solutions
that are both technologically sophisticated and practically applicable in enhanc-
ing the lives of visually impaired individuals.

However, our research was evaluated through quantitative metrics. Consider-
ing our model as foundational, we leave the inclusion of qualitative tests and the
enhancement of features such as voice output as potential directions for future
research.
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Abstract. Visual representations are widely used for conveying infor-
mation for sighted people. However, these visualizations are often inac-
cessible to blind people, requiring special adaptations. Especially in
higher education, it is vital to support the learning process how to explore
graphics. Although the description of graphics is a solution to make
them accessible, there are only few standards for descriptions for this
target group. In this paper, we develop a standard for describing func-
tion graphs at the university level in a user-centered multi-stage design
process, focusing on structuring the information for blind readers and
guiding authors to include necessary details to avoid errors.

Keywords: Mathematical functions · Graphs · Description standard ·
Accessible content

1 Introduction

The simplest way to make images accessible to blind people is by descriptions,
requiring no special aids such as tactile graphics or haptic devices. While super-
ficial descriptions suffice for everyday graphics, precise descriptions are essential
for mathematical content. Mathematical concepts often use visual elements, but
in many cases, alternative representations like accessible tables can convey the
same information without graphs. However, functional correlations, crucial in
mathematics, pose a challenge for blind people. While tactile graphs and sonifica-
tion are possible solutions, the latter has limitations [4]. Descriptive approaches
offer a potential solution, but there is a lack of standardization, especially in
the context of function graphs at university level. In this paper, we address this
research gap by exploring existing approaches and defining recommendations for
people who create textual descriptions of function graphs for blind people.

2 Related Work

It is important that descriptions follow a predefined pattern. This way, people
who create the descriptions know what information is relevant and in what order
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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it should be listed. Those who need this information can find it again without
further delay, which makes their work easier. A good pattern also makes it easier
to navigate through the document. A literature search showed that only a few
sources have dealt with the structuring and order of information in graph descrip-
tions. Two examples are presented below. The VISCH [1] project of the German
Institute for the Study of the Blind and the Federal Competence Centre for
Accessibility (Deutsche Blindenstudienanstalt e.V. and Bundeskompetenzzen-
trums Barrierefreiheit e.V.), published guidelines in 2012, offering a method for
describing graphics in textbooks, including function graphs. It emphasizes the
importance of a fixed order in descriptions but lacks specific guidelines for more
complex function graphs, commonly used in university contexts.

Similarly, the DIAGRAM Center’s guidelines [6], developed in collaboration
with the Carl and Ruth Shapiro Family National Center for Accessible Media,
provide limited assistance for describing intricate graphics, including function
graphs. The focus is on covering a variety of graphic types, offering brief instruc-
tions rather than comprehensive guidance.

As graphs vary in complexity, with different functions, legends, and axis
labels, the absence of standardized regulations, coupled with the diverse nature
of function graphs, poses challenges for effective descriptions. [2] presented the
i-Graph-LITE system that can be used to explore graphs. They designed the
system in a user-centered approach by incorporating blind and non-blind experts
(statisticians) to identify questions that could be asked about line graphs. They
evaluated the usefulness of the system in two cycles. In their studies, they have
already identified useful information to help blind people to understand graphs
from descriptions. However, they did not answer the question how students at
university level discover and understand graphs.

[9] pointed out that the best way to allow a non-visual access to graphics is to
provide both a description and a tactile graphic to support the learning process.
Since there is no guideline how to describe graphs for students, people who make
them accessible have to decide themselves in which order they describe elements,
which leads to inconsistent placement of information and possible omissions.

3 Collecting Requirements for Descriptions

To address the current absence of guidelines, we aim at establishing a standard-
ized approach for describing function graphs. This standard should be versatile
and cover different types of function graphs, especially those used in higher edu-
cation. Tactile graphics of course offer further added value to descriptions, but
are not considered in this study, as a description should be provided in addition
if tactile graphics are provided. It is therefore also relevant here to standardize
the descriptions. Furthermore, the capabilities for generating tactile graphics are
not always available. This in turn increases the relevance of the descriptions.

In order to understand and gain more experience on how graphs can be
described in a teaching context, an iterative study was conducted starting with
describing different mathematical graphs. This was conducted with eight sighted
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participants. Subsequently, descriptions were compared and an initial order was
determined. This was tested and improved for navigability with three blind and
one visually impaired person. Within this framework, instructions for writing
descriptions were developed iteratively. The instructions were then run through
again with four sighted participants who deal with image descriptions in general.
Finally, the improved guideline was evaluated with three blind participants.

3.1 Exploratory Study for Describing Functions

In a study, we aimed at collecting requirements for graphic descriptions by (1)
investigating how participants describe graphs and (2) testing how useful these
descriptions are. We recruited eight sighted participants, aged 20 to 25, including
students of mathematics, natural science, and from other disciplines, to ensure
diverse perspectives. We divided the participants into two groups (Group A
and Group B). Each group was given a graphic to warm up and 3 graphics
with different levels of difficulty to work on for the study. The difficulty of the
illustrations was measured by the complexity of the function graphs shown, the
number of functions included, the presence of a legend or axis labels.

Group A and B were asked to describe the graphics assigned to them and
then, using the descriptions of the other group, to redraw the respective graphics
of the other group based on their description. Figure 1 displays the three graphics
that were selected for group A of the study [3,7,8], and Fig. 2 illustrates two
drawings of the function graph in Fig. 1(b) based on different descriptions. No
specific medium was prescribed for drawing.

3.2 Results and Development of a Standard

In a further analysis, the accuracy of the drawings and the completeness of the
information in the 32 descriptions provided by the participants was reviewed.
Additionally, 12 other descriptions from literature and examples provided by our
service center were analyzed. The analysis showed that a description following
the subsequent fixed structure would be suitable:

1. metadata, 2. coordinate system, 3. environment, 4. function names,
5. description of the functions and 6. other notable characteristics.

Metadata contains information about the type of graphic and, if available,
its title and caption.

Coordinate system describes the depicted area and provides information
about the axes.

Environment is only required if the graphic uses a function to represent a
theoretical, mathematical concept. Objects placed around the function can be
described there.

The names of the functions should be listed under function names and,
if they are very similar, a distinguishing feature of the function, such as color,
should also be mentioned. The function should then be described from left to
right in the description of the functions. Finally, information that has not
yet been mentioned can be described under other notable characteristics.
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Fig. 1. Graphics in group A that increase in difficulty of description from (a) to (c)
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Fig. 2. Drawings of the Epsilon delta criterion based on two descriptions

4 First Evaluation of the Description Standard

Following the establishment of a suitable order, we conducted an evaluation with
one visually impaired and three blind persons to enhance standardized descrip-
tions, focusing on improving accessibility through navigation. The description
was structured into chapters with specific categories as headings to facilitate
quick information retrieval or navigation between essential description elements.

For efficient location of important coordinates, a separate list of coordinates
for each function was suggested, including details like maxima or zeros. Sub-
headings for each function and its coordinate list were recommended for easy
reference. Emphasis was placed on mentioning if coordinates were estimated
and ensuring consistency, especially in cases of axis symmetry. To enhance the
usability of the description, a guide emphasizing the use of appropriate, factual
language was developed, providing detailed explanations of the standardization
notes.

4.1 Example

The following example shows the developed compact standardized description
of Fig. 3 based on the structure suggested in 3.2 [5]. 3. environment is omitted
because the graphic has scaled axes. This means that concrete coordinates can
be created using the axis values and that it is not necessary to use relations to
other objects for the description. If we consider points 4. function names and
6. other notable characteristics from the explanation under 3.2, it becomes
clear that these are also redundant, as the function depicted is already precisely
described by points 1. metadata, 2. coordinate system and 5. description
of the function and no aspects worth mentioning remain open.

1. metadata:
The figure is a function plot.
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Fig. 3. Function graph in a 2D coordinate system. The x-axis is shown from −2 to 3
and the y-axis from −2 to 9. A blue function f(x) =-0.96x4 +3.8x3−2.7x2−3.9x+6.6
is depicted. It has intersections with the x-axis at approximately −1.15 and 2.71 and
a y-intercept of 6.6. The global peak of this function is at (−0.38|7.46). (Color figure
online)

2. coordinate system:
All four quadrants are shown. The x-axis represents values from −2 to 3 and
the y-axis from −2 to 9.

5. description of the function:
A function f is shown.
function f: The function f starts at approximately (−1.3|2.4). It rises steeply,
intersects the x-axis for the first time at approximately (−1.15|0) and reaches
a global maximum at approximately (−0.4|7.5). Then it falls monotonically,
intersects the y-axis at approximately (0|6.6) and has a minimum at approx-
imately (1.3|2.6). From then on, the function rises a little, has another maxi-
mum at (2|3) and intersects the x-axis one last time at approximately (2.7|0)
before it ends at around (2.9|−2.4).
function f coordinates: The following coordinates are estimated:

– starting point (−1.3|2.4)
– intersection with x-axis (−1.15|0)
– global maximum (−0.4|7.5)
– intersection with y-axis (0|6.6)

– minimum (1.3|2.6)
– maximum (2|3)
– intersection with x-axis (2.7|0)
– end point (2.9|−2.4)

4.2 More Complex Examples

We also investigated the question if the developed standard can be applied to
more complex examples as shown in Fig. 1.

Figures 1 (a) and (c) show multiple functions. In order to be able to work
with the large number of functions, the names of the functions should first be
listed in 4. function names. Then, in 5. description of the functions, each
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function has its own section, consisting of a continuous text description and a
subsequent list of coordinates, as in the example in the previous section. Under
6. other notable characteristics, the symmetry can be noted for Fig. 1(c) or
a note can be given that all functions pass through the origin.

When analyzing Fig. 1(b), we found that due to the lack of labeling the axes
(steps, numbers), 3. environment can be used to describe the elements in
relation to each other.

1. metadata:
The illustration shows a function plot.
2. coordinate system:
Mainly the first quadrant is shown, but parts of the other quadrants are also
visible. No units are shown on the axes. The positive x-axis contains the
equidistant points x0 − δ, x0 and x0 + δ. The equidistant points f(x0) − ε,
f(x0) and f(x0) + ε are shown on the positive y-axis.
3. environment:
Starting from the y-values f(x0) − ε and f(x0) + ε there is a horizontal line
in each case. The area between these two lines is highlighted in gray.
5. description of the function:
A nameless function is shown.
function: The function starts in the second quadrant and rises strictly mono-
tonically in a slight right-hand curve. It intersects the y-axis below the value
f(x0) − ε, continues to rise and enters the area highlighted by the y-values
f(x0)−ε and f(x0)+ε to the left of x0−δ. The function continues to increase
strictly monotonically up to the point (x0|f(x0)). This point is marked by a
circle on the function graph. Dashed lines, one vertical from the x-value x0

and one horizontal from the y-value f(x0), lead to this point. To the right
of this point, the function increases monotonically and remains in the area
highlighted by the y-values. The function ends there after the x-value x0 + δ.
Starting from the values x0−δ and x0+δ on the x-axis, there are two vertical
lines that rise up to the function graph. The section of the function graph
that lies between these x-values is highlighted in color.
function coordinates:

– Starting point: in the second quadrant
– Highlighted point: (x0|f(x0))
– End point: in the first quadrant, within the area highlighted by the y-

values f(x0) − ε and f(x0) + ε
6. other notable characteristics:
The progression of the function is reminiscent of the progression of a loga-
rithm.

5 Final Evaluation of the Developed Standard

In a second study, the guide for creating descriptions was evaluated with four
sighted participants and the description standard with three blind participants.
The sighted participants already had experience in creating descriptions. They
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coped well with the guidelines and could imagine working with them in the
future. However, they would have liked information on levels for headings. The
blind participants were between 22 and 27 years old and studying a STEM sub-
ject at university. The naming of important characteristics, the order and the
type of information were positively noted. In graphics that contain several func-
tions, the sequential description of the individual functions was found to be easy
to understand. The separation of the important points as a list was particularly
positively noted, as this avoids having to laboriously search for information. In
addition, the list allows the structure of the function to be recalled after listening
to the continuous text description.

6 Conclusions

In this work, we collected requirements for describing graphs from STEM stu-
dents in an exploratory user study. We then developed a first version of a descrip-
tion standard, which was evaluated with the target group in two iterations. The
contribution of this work is a description standard for compact graph descrip-
tions created in a user-centered design process.

In order to standardize function graph descriptions, it is essential that the
results are used in practice and further specified, improved and harmonized in
the way they are formulated. Therefore, in the next step, the evaluations are
to be extended further and the opinions of other people from a wide range of
educational and training areas are to be taken into consideration in order to
achieve further harmonization and standardization of the descriptions in detail.
We also aim at transferring the results to other graphs.

Ultimately, it is also important to use the standard. In this way, a standard
can become established and provide added value for users and also a good basis
for future artificial intelligence (AI) solutions and the standardized descriptions
they create. Using the standard will make it possible to identify more precisely
which formats are suitable for creating a successful description and how these can
be adapted more precisely to the respective or broader needs. Regular use also
means that people with visual impairments know how information is structured
and can work more efficiently and quickly with mathematical graphs thanks
to the recognition factor. This also efficiently increases the learning effect. As
mentioned at the beginning, this work focuses on the benefits of function graph
descriptions. One of the purposes is to use this information as a supplement to
tactile graphics, but also to find relevant descriptions more quickly and easily
within the respective literature. It is not intended to replace tactile graphics, but
a combination of both variants is one of the most efficient ways to understand
and work with mathematical graphs.

Future work could include automatic generation of function graph descrip-
tions by AI. Unfortunately, image recognition with AI is not yet advanced enough
to always describe function graphs correctly. Instead of a full automation, a par-
tial automation would also be possible. For example, a description template
could be created that defines an order and the required information. A sighted
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user could be used to fill in this information and check generated information for
correctness. Partial automation would be easier to implement and would already
provide added value, as the person creating the description would be supported
in writing it.
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Abstract. Exam documents are essential educational materials for
exam preparation. However, they pose a significant academic barrier for
blind and visually impaired students, as they are often created without
accessibility considerations. Typically, these documents are incompati-
ble with screen readers, contain excessive white space, and lack alter-
native text for visual elements. This situation frequently requires inter-
vention by experienced sighted individuals to modify the format and
content for accessibility. We propose ACCSAMS, a semi-automatic sys-
tem designed to enhance the accessibility of exam documents. Our sys-
tem offers three key contributions: (1) creating an accessible layout and
removing unnecessary white space, (2) adding navigational structures,
and (3) incorporating alternative text for visual elements that were pre-
viously missing. Additionally, we present the first multilingual manually
annotated dataset, comprising 1,293 German and 900 English exam doc-
uments which could serve as a good training source for deep learning
models.

Keywords: Document Analysis · Accessible Exams · Layout
Segmentation

1 Introduction

The availability of accessible course material is often a critical barrier for students
with blindness and visual impairment (BVI) [4]. An important type of learning
material is past exams, which give students the opportunity to understand the
level of knowledge expected in an exam and practice their acquired knowledge [6].
However, it is often not possible for BVI students to directly access these exam
documents, often requiring sighted individuals to carefully modify the format
and content to ensure compatibility with screen readers.
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Documents are accessed primarily by BVI individuals using various assis-
tive technologies, depending on their preference and availability [5]. Such docu-
ments need to follow guidelines [2] to ensure accessibility. However, the major-
ity of exams are not created as part of an ongoing course in which
BVI students participate. Therefore, they are usually created with-
out considering accessibility. To address these challenges, we developed a
semi-automatic AI-based method that aids in converting exam materials into
an accessible format. This involves identifying key content, solutions, adding
navigational structures, and including missing alternative texts. Our contribu-
tions include: (1) Identifying a preferred exam format for BVI students through
interviews, (2) Developing a system for efficient document conversion, and (3)
Creating the first multilingual dataset of 1,293 German and 900 English exams.

2 Related Work

Making already existing documents accessible after their creation is ongoing
research with many subtasks. SciA11y [7] is a system specifically developed to
convert PDFs of scientific papers into accessible HTML formats. It transforms
multicolumn documents into a linear, one-dimensional layout that screen readers
can easily process by creating HTML header tags for each section title. Further-
more, SciA11y generates accessible hyperlinks for citations and references, facil-
itating seamless navigation for BVI users. Nougat [1] is a transformer encoder-
decoder model that converts document images into markdowns in an end-to-end
manner. Contrary to SciA11y it is also capable of transforming math equations
and simple tables. However, (1) both are only tailored for scientific publications
and (2) do not address the challenges associated with providing alt-text for all
types of content blocks.

Inspired by SciA11y, we built a pipeline to convert existing documents into
an accessible format. We made modifications to take into account the domain
specifics of exam documents and their target use as learning materials. We also
address some shortcomings, such as support for mathematical equations in text.

3 Need-Finding Interviews

The adaptation of exam materials into different formats is not just for accessibil-
ity but also practiced by KIT’s departmental student representatives. A survey1

among KIT’s math and computer science students has revealed that 79.9% of the
respondents prefer a reconfiguration of document layouts to eliminate superflu-
ous white space, thus reducing both the cost and paper consumption associated
with printing (n = 369). 76.8% of the participants prefer to relocate the sets of
solutions from their original placement within the questions to a consolidated
section at the end of the document (n = 362).

1 https://www.fsmi.uni-karlsruhe.de/Fachschaft/Umfrage/.
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We conducted interviews to identify how students with BVI use exam docu-
ments as learning materials. These interviews were instrumental in determining
the type of semantic information that ACCSAMS needs to extract from docu-
ment files and how the results should be presented to serve as effective learning
resources for students with BVI. They served to expand on our knowledge from
our experience as a Disability Support Office (DSO) in making documents acces-
sible and remixing exam documents for students with vision in the departmental
student representations.

3.1 Participants

The interviews were conducted with two blind male graduate students in com-
puter science and physics. Both make use of the document conversion service for
BVI at KIT.

3.2 Procedure

We asked participants the following three questions: (1) Which exam format do
you prefer (e.g., PDF, HTML, WORD, Markdown) and why? (2) How do you
typically interact with exam documents for the purpose of exam preparation? By
annotating a separate document or directly editing the file? (3) What layout find
most effective for navigating the questions and answers? Each question followed
immediately by its answer, or all questions first followed by all answers?

3.3 Findings

Both participants preferred inline editing formats like Word and Markdown
over tagged PDFs. They reported difficulties with navigation due to the lack
of screen reader-friendly hierarchy in exam documents, which limits quick move-
ment between questions and answers, and noted the absence of alt-text for figures
and equations. Regarding layout, opinions differed: one favoured separate doc-
uments for solutions, while the other preferred solutions under each question.
In response, we outlined design steps to enhance exam accessibility in our UI,
including (1) analyzing document layout to identify content blocks and solu-
tions, (2) extracting document hierarchy to support screen reader navigation,
(3) adding alt-text to visual elements, and (4) ending with the option to export
the document in either Markdown or Word format with the option to provide
alternative reading orders by repositioning solutions.

4 Creation of the Exam Documents Dataset

We collected exam materials from the Common Crawl project2, a public archive
of web data. We analyzed eight datasets, released between mid 2022 and the

2 https://commoncrawl.org/.

https://commoncrawl.org/
https://commoncrawl.org/
https://commoncrawl.org/
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end of 2023, extracting PDFs, which include “exam” or “klausur” as a keyword
in the URL. Positive matches were downloaded. The text layer of the locally
available PDFs was utilized to refine the data set by iteratively developing a
list of common false positive keywords (such as “exam schedule”). In addition, a
keyword search was used to suggest a study field for each document.

Subsequently, the remaining documents were manually filtered. Furthermore,
we identified whether an exam originated from higher education (university, col-
lege or similar) or another source. Unique types of exams (such as entrance
exams) were included if they shared a similar format as other exams. As a result,
we obtained a collection of 1,293 German (361 computer science, 337 physics,
216 mathematics, 175 economics, 67 law, 33 electrical engineering, 32 mechan-
ical engineering) and 900 English exams (341 computer science, 239 chemistry,
150 math, 124 economics) in native PDF format, originating from 281 different
domains.

5 The ACCSAMS System

Information Extraction

Layout Segmentation

Hierarchy Extraction

Solution Detection

Alt-Text / Math Extraction

Export

(a) (b) (c) (d)

Modification

Possible Rearrangement of
Solutions

User Corrections from
Web GUI

Fig. 1. The ACCSAMS pipeline: (a) Exam page. (b) Automated processing (c) User
application of corrections and repositioning of solutions (d) Output to accessible mark-
down or conversion to WORD format.

The system is based on 3 steps: (1) segmenting the layout of every page,
extracting all relevant content blocks, while establishing if they are specific to a
solution, (2) determining the reading order and hierarchy between the content
blocks, and (3) generating alt-texts automatically or requesting them from the
user for figures and tables through our Web GUI.

5.1 Layout Segmentation

The layout segmentation module analyzes the document and splits it into content
blocks using YOLOv83 as the AI detection model. We first pre-trained it on
DocLayNet [3] a dataset of a diverse collection of 80,863 pages from various

3 https://github.com/ultralytics/ultralytics.

https://github.com/ultralytics/ultralytics
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domains. We then fine-tune it on our own exam dataset. For this, we annotated
1917 pages and split them into a training and evaluation corpus (80/20 ratio).
The classes and the model results are in Table 1.

5.2 Hierarchy Extraction

To enhance navigation accessibility for screen reader users, extracting and orga-
nizing the document’s hierarchy is essential. We achieve this by structuring con-
tent blocks into a coherent tree structure, applying two heuristic rules. The first
rule involves sorting content blocks by their location within the document, using
page number and vertical and horizontal coordinates as sorting criteria. The
second rule focuses on categorizing list items and headings. This categorization
is based on the content’s textual characteristics and enumeration styles, such as
Roman, numeric, alphabetic, or heading levels. By implementing these strate-
gies, we construct a tree structure that accurately represents the hierarchy of
the document.

5.3 Solution Detection

In order to facilitate the relocation of solutions to different parts of a document
or to insert hints for screen readers, it is necessary to identify the solutions
accordingly. To achieve this, we follow two rules. First, if a content block is a
heading and includes keywords such as “solution” or “answer”, both the heading
itself and all its descendants in the subtree are marked as solution specific content
blocks. Our layout segmentation model is trained to not incorrectly identify text
elements such as “your answer: ” as headings. Second, if a content block
contains color, it is also identified as a solution.

5.4 User Interface

The web application was implemented to assist users in individual steps to
enhance the accessibility of exam documents. These steps include: (1) Upload an
exam, (2–5) verify the extracted content blocks, question/solution assignment,
alt text, and hierarchy identified by the pipeline, and finally, (6) export the exam
to the desired layout and file format.

6 Evaluation

To evaluate the detection of relevant content blocks, we have annotated 1917
pages from our exam dataset and split them into a training (1,533) and evalua-
tion (384 pages) corpus (80/20 ratio). The results can be seen in Table 1.
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6.1 System Evaluation

For reading order and hierarchy extraction, we manually annotated 26 different
documents originating from different domains to ensure a variety of authors and
styles. The evaluation of the reading order was done using the Average Rela-
tive Distance (ARD) metric according to [8]. We achieve an average AVD (per
complete document) of 6.23 with a standard deviation of 10.05. The hierarchy
is evaluated on the same 26 documents by comparing the hierarchy level of
each content block. We measure this with an average Euclidean distance of 0.25
(standard deviation 0.43) and for their relative (between two consecutive content
blocks in reading order) distance of 0.09 (standard deviation 0.08).

Table 1. Detection model performance evaluated on 384 test pages.

Classes # Instances Precision Recall mAP50 mAP50-95

Headings 446 0.884 0.948 0.956 0.86
Paragraphs 3475 0.944 0.919 0.965 0.875
List symbols 1933 0.99 0.936 0.987 0.747
Figures 246 0.815 0.878 0.898 0.814
Formulas 271 0.8 0.764 0.848 0.774
Tables 75 0.811 0.88 0.878 0.852
All 6446 0.874 0.887 0.922 0.821

6.2 User Study of User Interface

To evaluate the end-user web application of ACCSAMS, we successfully enlisted
4 people with prior experience in transforming examination documents into
study resources. Two of these participants are employed at the ACCESS@KIT
literature conversion service. The remaining two are members of the joint depart-
mental student representation for the mathematics and computer science facul-
ties.

Procedure. Upon completion of the consent form and the provision of demo-
graphic data, the participants were invited to participate in individual online
think-aloud sessions. Using their own personal devices, they participated in the
sessions using the Firefox or Chrome web browser. An elucidation of the purpose
of the application, accompanied by a demonstration of the system, was presented.
Subsequently, the participants received a simple two-page math examination
document with questions as an initial warm-up exercise. This was followed by a
physics examination, comprising 19 non-empty pages, with different documents
of questions and solutions. The session culminated with the opportunity for par-
ticipants to engage in open-ended questions, allowing them to reflect on their
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experiences and draw parallels with existing tools with which they are familiar
for document conversion. In conclusion, participants received a System Usability
Scale (SUS) questionnaire.

Results. The system received an average SUS score of 84. All participants
agreed that the system is an improvement over the tools they are currently
using for document conversion.

All participants expressed the wish for immediate feedback on the impact of
their actions. One participant requested a comprehensive view of all subtask pre-
dictions, such as layout segmentation, solution detection, hierarchy extraction,
and alt texts, with the option to correct inaccuracies in the specific sub task
editor. A trio of users shared a common observation that a meticulous review of
the entire exam content is required at each stage to validate the predictions, an
exercise that rendered the process somewhat daunting and repetitive.

Two participants were surprised by the need to manually input metadata
such as the title, duration, and date of the exam. They felt that grading points
are significant in layout segmentation. One participant typically places these
points in the task’s heading, aiding screen reader users in navigating the table of
contents. Both participants were unsure about how to handle points for specific
anticipated keywords in a student’s response. ACCSAMS does not dictate how
to handle this, allowing users to incorporate points into heading or text content
blocks as they see fit. One user chose not to label these blocks, excluding them
from the output.

7 Discussion and Limitations

Intelligent Features: Using predictive algorithms to divide document conver-
sion into subtasks reduces active editing and simplifies the conversion process.
However, this method requires a thorough review of the document for each sub-
task. Each subtask editor increases cognitive load, leading to user fatigue. Our
application’s framework mirrors the ACCSAMS pipeline’s steps. Improving the
repetitive “review and correct” process in the user interface could enhance user
satisfaction in future versions.
Handling Grading Points. Grading points were not seen as special elements
of examination documents. Their information is seamlessly integrated within the
concept of heading and text content blocks without the need for specialized
processing. However, users identified these as distinct elements and experienced
uncertainty in dealing with them, given the lack of specialized recognition in the
user interface.
Specific Question Formats. ACCSAMS does not explicitly cater to question
formats such as multiple choice or fill in the blanks. Although the generic nature
of ACCSAMS and its user interface allows the conversion of these documents, a
more structured and automated methodology would be advantageous to guide
users.
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Need-finding User Study. Our initial investigations, although encouraging,
were conducted with a limited number of users and lacked comprehensive control
measures. Future studies should involve a larger and more diverse group of BVI
individuals. Particularly in light of representing grading points, and dealing with
specific question formats such as multiple choice and fill-in texts, there is a
need for additional research besides applying generic guidelines for document
accessibility.

8 Conclusion

In this work, we introduce ACCSAMS, a pipeline and user interface designed to
facilitate efficient transfer of exams to accessible learning materials for individ-
uals with or without BVI. By leveraging AI models along with heuristic rules,
we empower sighted individuals to seamlessly enhance the accessibility of exam
documents. We believe that this initiative is a first step to encourage other
researchers to explore additional features aimed at improving the conversion
process. Future work involves further integration of automatic alt-text genera-
tion for figures and tables in the pipeline, as well as specialized alt-text editors
into the GUI for the various content blocks.
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Abstract. This short paper presents 12 papers discussing different features of and
approaches to inclusive education and give a flavour of the research in the area and
the potential of different types of technology. They can be divided into three main
groups, covering curriculum accessibility, the attitudes and experience of students
and teachers, and the use of particular technologies. They are introduced by a brief
discussion of the importance of inclusive education and the role of accessibility,
usability and the social model of disability in supporting it.
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1 Introduction

Education is of great value to both individuals for personal development and improving
their employment opportunities and society as a whole. A postsecondary education qual-
ification significantly increases a person’s chances of getting a job e.g. [1] and this may
be even more important for disabled people [2]. However, disabled people are under-
represented in postsecondary education [3] and obtain poorer degree results, despite
comparable entry qualifications [4]. As a result disabled people have fewer employment
opportunities than non-disabled ones [5, 6], and attitudinal and other barriers further
reduce their chances [7, 8].

The value of inclusive education in mainstream schools is being increasingly recog-
nised, including through legislation. For instance, 97% of all learners are legally required
to be included in mainstream schools in Denmark [9]. However moves to educating dis-
abled students in mainstream schools are taking place at different rates in different
countries and there is still not universal access to education. For instance, there are 250
children globally without any education, another 1.7 million primary school teachers are
required and primary school enrolment needs to almost triple [10]. Inclusive approaches
are best supported by an understanding of disability based on the socialmodel [11]which
focuses on society’s responsibility for removing the barriers disabled and neurodivergent
people would otherwise experience.
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ICT (information and communication technologies) have the potential to contribute
to doing this, including in the area of education, and thereby support inclusion by provid-
ing different ways of representing information, expressing knowledge and engaging in
learning, including assessment. This has the further advantages of teaching ICT skills and
drawing on the increasing popularity and motivating effects of using ICT, particularly
amongst young people.

However, successful ICT use requires appropriate inclusive pedagogical strategies
and teacher education. ICT also needs to be fully accessible and usable, so everyone,
including assistive technology users, can use it [12] and it find it user friendly, intuitive
and satisfying to use. Combining accessibility and usability both enable disabled and
other people to use particular systems andmake it easy for them to do this [13]. Otherwise
learners may experience unnecessary barriers that distract them or even prevent learning
[14].

2 Session Papers

The session contains 12 papers, seven of which are published in this volume. A brief
summary is presented in Table 1 below. They consider learners from all education stages
from pre-school toMSc and also include teachers, cover 13 different countries, including
two outside Europe, and consider several different technologies as well as different
approaches to accessibility.

2.1 Paper Descriptions

The 12 papers in the session are very varied. Three papers consider design approaches
to curriculum accessibility or accessibility evaluation and a further paper discusses the
role of an assistive technology centre in providing support to disabled students. Three
papers consider the knowledge, attitudes and experiences of students and teachers. Five
papers consider the development and evaluation of particular technologies to support
groups of disabled students.

The three papers considering design approaches and curricula accessibility include
an evaluation of curricula accessibility in different fields in Austria, Czech Republic,
Cyprus and Spain (Nuppenau et al.), an evaluation of persona profiles to represent three
disabled students with different impairments to be used in curriculum design (Heitmeier
et al.); and three case studies of the use of information and communication technologies
over a 10 year period to support inclusive bachelors and masters level education at a
university in Austria (Freudenthaler-Mayrhofer and Wagner).

In their discussion of curricula accessibility in ‘Education Gap: Exploring the Inte-
gration of Accessibility and Universal Design in Higher Education Curricula’, Nuppe-
nau et al. identified a focus on students with visual, hearing and motor impairments
and differences across academic fields, institutions and countries. For instance, infor-
mation and communication technologies, engineering and health sciences focused on
technology-enabled inclusion, whereas education, social sciences, humanities, business
and law often integrated accessibility and universal design with other legal and social
considerations in a context of diversity, human rights and social inclusion.
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Table 1. Paper overview

Authors Type of
Paper

Target Learners Technology Number Country

Alé et al.* Study of
disabled
students’
experiences

School students in
hospital

Robotics
– Lego
mindstorm

31 Chile

Carruba and Covarrubias* App
development

18–25 year olds
with cognitive
impairments

Virtual reality N/a Italy

Coughlan et al.** Survey of
disabled
students’
experiences

Disabled HE
students

Various 50 UK

Covarrubias et al.* App for 3D
printing

19–35 year olds
with cognitive or
developmental
impairments

Extended
reality

10 Italy

Freudenthaler-Mayrhofer
et al.*

Case studies
of inclusive
education

HE students ICT N/a Austria

Heitmeier et al.** Evaluating
accessibility
personas

HE teaching staff Personas of
disabled
students

39 Germany

Hellesnes et al. * Study of text
adaptation

Students with
ADHD

Artificial
intelligence

20 Norway

Hsieh* Surveys of
teachers

School students Online
education

396 Taiwan

Mrochen* Study of
psychology
students and
digital
accessibility

Psychology
students

Digital
accessibility

363 Poland

Pagliara et al.* Study of
assistive
technology
centres

Disabled students AT centres N/a Italy

Nuppenau et al.** Study of
curricula

HE students Accessibility
and universal
design

N/a Austria, Cyprus,
Czech
Republic,Spain

Szabó and Lanyi* Evaluation of
games

Diabetic preschool Serious quiz
games

3 children, 9
adults

Hungary

* Miesenberger, K.; Kobayashi, M.; Penaz, P. (eds.): ICCHP 2024, Computers Helping People
with Special Needs, 19th International Conference; Linz, Austria, Proceedings. Springer (2024)
** ICCHPOpenAccess Compendium * Future Perspectives onAccessibility, AT and eInclusion*;
Linz, Austria, Proceedings. Johannes Kepler University Linz (2024)

Freudenthaler-Mayrhofer andWagne present three case studies in ‘Enhancing Inclu-
siveEducation through ICT–Lessons From10Years of Supporting StudentswithDiffer-
ent Challenges’. The case studies cover the use of learning videos and an asynchronous
individually defined learning process to support students with diverse prior knowledge
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on a management accounting course; the use of online training to allow students without
German language skills to study in German; and hybrid teaching and online collabo-
ration using MS Teams to support students unable to attend in person. The analysis of
the case studies shows the need for an adaptive approach involving a variety of different
tools and scenarios.

The profiles of disabled student in ‘Evaluating Interactive Accessibility Personas on
theBlindDateWebsite’ byHeitmeier et al.were developedusing co-designwith feedback
from disabled people and experts in inclusive education. The evaluation involved eight
closed questions from the persona perception scale covering presentation of all relevant
information, realismand understanding the personas’ feelings and several open questions
on higher education teaching staff’s view the personas. The profiles were generally
received very positively, though it was noted that a single profile could not represent
everyone with a particular impairment. In addition, individuals’ experiences of learning
are affected by a variety of factors such as culture, native language, gender and age, and
it would be useful to include these factors in the personas.

In their paper ‘A Pedagogical Model for In-Situ Training Interventions through the
Support of GLIC Assistance Centers for the Ministerial “Sussidi” Grant.’ Pagliara et al.
discuss the impact of the support provided by an assistive technology and training centre
in Italy. This involved working collaboratively to obtain information from the centre.
The data shows a change in the nature of support provided with a reduction of nearly a
quarter in requests for computers, tablets and other computing devices and an increase of
just over a quarter in requests for specialised assistive technologies and cost per request
from 2021–22 to 2023–24 and a very slight decline in the total number of requests over
this period. It would be useful to identify when these trends started and whether they are
continuing. Analysis of the data also raises a number of questions which require further
research about using assistive technology to personalise learning, continuing training,
measuring impacts and outcomes and stakeholder collaboration.

The three papers on the experiences, attitudes and knowledge of teachers and stu-
dents cover disabled students’ experiences of barriers and their resolution or otherwise
(Coughlan et al.); the impact of the Covid pandemic on teachers’ acceptance of and dif-
ficulties with distance education (Hsieh et al.); and psychology students views of their
digital accessibility skills and training needs (Mrochen).

The most common unresolved barriers identified in Couchlan et al. in ‘Accessible by
Design? Exploring HowBarriers faced by Disabled Students are Resolved in Online and
Distance Learning’ occurred in online tutorials, including audio quality and pedagogy,
forums, including difficulties with instructions, and rich media, including in captions.
They also investigated the use of accessible by design elements and found that stu-
dents were most interested in flexibility to study at any time, recordings of tutorials and
extensions to assignment deadlines, with a slightly lower number wanting downloadable
versions of web-based materials.While the work indicates some useful accessibility fea-
tures, it should be noted that those fewer students were interested in could be of great
value to those students.

In ‘General and Special Education Teachers’ Perspectives on Online Inclusive Edu-
cation in Post-Pandemic Taiwan’ Hsieh presents the results of the surveys they carried
out during and after the Covid pandemic. They found that teachers with experience of
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distance education, particularly those using blended learning, had the greatest acceptance
of distance education during the pandemic. However, these teachers’ attitudes changed
to becomemore negative post-pandemic, whereas the attitudes of teachers without expe-
rience of distance education remained the same. Interviews with teachers to investigate
the responses found that students fell behind during the pandemic and that distance learn-
ing increased teachers’ workloads and responsibilities. However, it would be useful to
differentiate the impact of factors associated with the pandemic and the restrictions it
put on learning from the impact of distance learning per se.

In their paper ‘Accessibility andDigital Competencies of Psychology Students - New
Perspectives’, Mrochen reports the results of a questionnaire to psychology students on
their skills, training needs and interest in training on digital accessibility and the barriers
to producing accessible digital documents. In particular they investigated the use of
digital tools to make MS Office more accessible and facilitate psychology students’
communication, collaboration and professional development.

There are five papers on the use of particular technologies, one about the use of
artificial intelligence (AI) to support the legal requirement of indivualised adaptation of
learning in Norway (Hellesnes et al.) and four about using specific technologies with
particular groups of disabled students.

Hellesnes et al.’s three-phase study in ‘The Effective Use of Generative AI for
Adapted Education: An Exploratory Study in the Norwegian Context’ involved inter-
views with teachers; comparison of text produced by teachers and AI for 12 year olds
with reading comprehension challenges due to ADHD; and interviews with teachers and
teacher evaluation of the adapted text. Unfortunately, the authors did not consider the
student perspective or obtain the views of students with ADHD on computer-generated
texts.

The four papers relating to particular groups of student cover the use of donated
LEGOMindstorm robotics in hospital classrooms by multi-year 11–17 year olds attend-
ing regular classes (Alé and Sánchez); three quiz games designed to teach newly diag-
nosed type 1 diabetic pre-school children about permitted foods and carbohydrates
(Szabó and Lanyi); and the use of virtual reality (Corruba and Covarrubias) and extended
reality (Covarrubias et al.) with students with cognitive (and other) impairments.

In ‘Environmental Robotics for Educational Revival in Hospital Classrooms’.
Alé and Sánchez report on project-based learning in hospitals. The projects involved

designing efficient solar panels using LEGO sensors andmonitors to track the sun’s path;
and designing catchers to obtainwater from fog. Students completed questionnaires prior
to the experiments and at three random times during them.On average students had a high
rating for situational interest when working on science projects. They generally found
interpreting data, working in groups and asking questions more interesting than other
activities. Scientific practices such as asking questions and interpreting data were most
strongly correlated with situational interest in learning than listening, explaining phe-
nomena, working in groups, writing and performing calculations despite strong interest
in some of these activities. Limitations included the convenience sample.

Children, their parents and diabetes experts were involved in the design process of
Szabó and Lanyi’s three quiz games in their paper ‘User-friendly Serious Game Design
for Diabetic Preschool Children’. Parents can customise the games to better meet their
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children’s needs using an editor. The games were evaluated by three children and nine
adults using usability scales with a different scale for children and adults and both groups
gave the games a high score.

In ‘Virtual Reality (VR) in Special Education: Cooking Food App to Improve Man-
ual Skills and Cognitive Training for SEN Students using UDL and ICF approaches’
Corruba and Covarrubias present a virtual reality app to support students with cognitive
or physical impairments learning cooking skills. However, they did not discuss the trans-
lation of the cooking skills acquired virtually to the real world. Covarrubias et al. present
an extended reality app to support use of a 3D printer in ‘Extended Reality for Special
Educational Needs: From the Design Process to Real Products through 3D Printing’.
The app was initially developed for desktop and Android tablet and subsequently for a
multi-reality device allowing interaction with both the virtual and real worlds. The two
apps are potentially useful and were developed together with an organisation of par-
ents of children with cognitive impairments. However, the authors unfortunately have a
deficit based approach to disabled students focusing on diagnosis bodily functions rather
than accessibility requirements and overcoming barriers.

3 Conclusions

While by nomeans covering everything, the 12 papers give a good impression of research
in the area, the potential of different technologies, the progress that has beenmade and the
considerable work remaining to be done. Several of the papers involved co-production
approaches, including with children. We consider this very positive and the involvement
of disabled learners in particular to have the potential to both empower them and improve
learning outcomes.
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Abstract. This study investigates the impact of the COVID-19 pandemic on the
acceptance of distance education among teachers in Taiwan, aswell as the attitudes
and challenges faced by general and special education teachers in implementing
online inclusive education. Adopting a comprehensive research design, 396 par-
ticipants, including elementary school special education teachers, were surveyed.
Questionnaire items based on the Technology Acceptance Model (TAM) were
employed to measure perceived usefulness, perceived ease of use, and satisfac-
tion. Structural Equation Modeling (SEM) was utilized for data analysis, reveal-
ing significant changes in teachers’ attitudes towards online learning. The study
underscores the challenges educators encounter in adapting to distance educa-
tion and emphasizes the necessity of providing ongoing support and training to
enhance teachers’ professional skills in effectively managing online classrooms.
Additionally, the study examines the challenges faced by general and special edu-
cation teachers in implementing online inclusive education during and after the
COVID-19 period. Results indicate that special education teachers encountered
more challenges and exhibited lower acceptance of online inclusive education,
highlighting the importance of providing targeted support and resources to ensure
their effective response to the demands of online.

Keywords: Distance education · Crisis distance education (CDE) · Reduced
inequalities · Quality education

1 Introduction

Two years ago, during the COVID-19 pandemic, we collected data on the potential issues
and proposed solutions teachers might encounter in implementing online inclusive edu-
cation (see Hsieh, 2023). Unexpectedly, as the pandemic subsided, schools returned
to traditional face-to-face teaching. Nonetheless, we continued to collect data for ten
months after the pandemic’s conclusion. Consequently, we compiled data on the accep-
tance of distance education among general and special education teachers in regular
and special education classes in Taiwanese elementary schools (using the Technology
Acceptance Model, TAM). In essence, this study aims to delve into the differences in
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acceptance of distance education among general and special education teachers dur-
ing and after the COVID-19 pandemic period. Amid the global upheaval caused by
the COVID-19 pandemic, various countries, including Taiwan, underwent significant
transformations in their educational landscape. The Taiwanese government responded
promptly by implementing Crisis Distance Education (CDE), marking an unprecedented
departure from traditional face-to-face instructional methods. Even after all schools in
Taiwan returned to traditional classroom teaching post-2023, the enduring impact of
CDE on instructional practices and the educational landscape remains evident. Existing
research on teacher attitudes and challenges during CDE provides valuable insights for
developing strategies to support educators in navigating the complexities of distance
education. However, effective teaching methods remain crucial for online inclusive edu-
cation, with challenges identified in teachers’ online operational and instructional skills.
The effectiveness of online inclusive education is closely linked to collaboration between
teachers and parents in creating a conducive and inclusive environment for students with
special needs. This intertwined narrative underscores the evolving pattern of education,
where experiences of CrisisDistance Education and online inclusive education converge,
necessitating continuous research and strategic development to address the challenges
and opportunities brought about by these transformative shifts.

The study objectives were as follows.

1. To investigate the variance in acceptance of distance education among primary school
general education teachers between the period of the COVID-19 pandemic and the
post-pandemic era.

2. To examine the disparities in acceptance of distance education among primary school
special education teachers between the period of the COVID-19 pandemic and the
post-pandemic era.

3. To analyze the variation in acceptance of distance education among teachers during
and after the COVID-19 pandemic in relation to demographic characteristics

4. To employ qualitative analysis to assist in understanding the variance in acceptance
of distance education among teachers.

2 Methods

2.1 Participants

In 2022, Taiwan had 98,000 elementary school teachers, with the majority working in
metropolitan areas (Department of Statistics, 2023). Therefore, this study conducted a
stratified random sampling based on demographic characteristics using data obtained
from the 2021 Taiwan Social Change Survey (Round 8, Year 2). Utilizing demographic
data, the study calculated the percentage and absolute number of teachers in each town-
ship category and employed these calculated values for stratified sampling. Considering
that special education teachers in Taiwan’s elementary schools accounted for approx-
imately 10% of the total teacher population in 2022 (Department of Statistics, 2023),
the study also included around 10% of special education teachers for participation. The
first wave of printed and electronic questionnaires (pretest) was administered between
May and June 2021, while the second wave of online questionnaires (posttest) was dis-
tributed in February 2022, precisely six months after the conclusion of the COVID-19



342 C.-Y. Hsieh

pandemic. In May 2021, Taiwan experienced a rapid surge in COVID-19 cases, mark-
ing the peak period for schools at all levels to implement distance education for online
inclusive education. During this period, schools across Taiwan were compelled to utilize
distance education due to the impact of the pandemic. The first wave saw a total of 495
questionnaires distributed, with 441 returned (an 89% response rate), and 396 question-
naires were deemed valid. In the second wave, 307 questionnaires were considered valid
and included in the final analysis. Only data from participants who engaged in both the
pretest and posttest were included, resulting in a total of 396 participants in this study.
Specifically, 40 of the participants were elementary school special education teachers.

2.2 Data Collection and Measurement

Questionnaire Items on Teachers’ Acceptance of Distance Education. This study
used items formulated by Agarwal and Karahanna (2000) and Venkatesh and Davis
(2000) to measure the TAM variables perceived usefulness and perceived ease of use;
additionally, the items formulated by Oliver (1977) were modified to measure the TAM
variable of satisfaction in the context of Taiwan. A first draft of the questionnaire com-
prising 27 items was subject to content validity analysis performed by three experts.
Principal component analysis was then conducted with direct oblique rotation to obtain
three dimensions; the cumulative explained variance was 61.996%. The final question-
naire comprised 12 items, of which 3, 4, and 5 measured perceived usefulness, perceived
ease of use, and satisfaction, respectively. Each dimension had reliability of greater than
.75, and the overall reliability of the scale was .819.

Questionnaire Items on Teaching Difficulties in Distance Education. Questionnaire
items on teaching difficulties in distance education were formulated on the basis of
semistructured interviews conducted by Hsieh (2023). A first draft of a questionnaire
comprising 40 items was subjected to content validity analysis involving three experts.
Principal component analysis was then conducted with direct oblique rotation to obtain
seven dimensions (namely, teacher professionalism, classroom management, course-
related factors, material factors, software-related factors, hardware-related factors, and
administrative factors); the cumulative explained variance was 61.272%. The final ques-
tionnaire comprised 28 items, ofwhich 5, 7, 3, 3, 3, 4, and 3measured teacher profession-
alism, classroom management, course-related factors, material factors, software-related
factors, hardware-related factors, and administrative factors, respectively. Each dimen-
sion had reliability of greater than .695, and the overall reliability of the scale was
.899.

2.3 Data Analysis

Quantitative Data Analysis. The Structural Equation Model (SEM) was utilized to
analyze the differences in teachers’ acceptance of distance education between the period
of the COVID-19 pandemic and the post-pandemic period. Specifically, covariance-
based SEMs and the maximum likelihood approach were used. Attitude toward dis-
tance education (the latent variable) was divided into three observable variables, namely
perceived ease of use, perceived usefulness, and satisfaction, per Davis (1989).
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Qualitative Data Analysis. We conducted a qualitative analysis of the open-ended
responses provided in the questionnaire. In the absence of any pre-existing theory, we
employed thematic analysis to extract patterns from the data (Braun & Clarke, 2006).
The qualitative data were exported to Excel for analysis. Coding and analysis were
implemented according to the recommendations of Braun and Clarke (2006).

3 Results

3.1 Descriptive Analysis

Of the 396 teachers who completed the survey, 68.7%were female (n= 272) and 31.3%
were male (n= 124). The average participant was 42.12 years old (range: 20 to 57 years
old) and had 18.28 years of teaching experience (range: < 6 to > 31 years).

3.2 Pretest-to-Posttest Change in Teachers’ Acceptance of Distance Education

The SEM of pretest-to-posttest change in teacher attitude toward distance education
satisfied the criteria of model fit proposed by Hair et al. (1998). Specifically, the model’s
χ2 value was 9.09 (degrees of freedom [df] = 1, p< .001); furthermore, GFI was .994,
and AGFI was .937, both of which were greater than the requisite minimum of .90. In
addition, the SRMR was .029, which was greater than the requisite minimum of 0.5,
and RMSEA was .086, which was slightly greater than the requisite minimum of 0.80.
Overall, the proposed SEM had good fit (Hu & Bentler, 1999). The score for teachers’
acceptance of distance educationwas significantly lower in the posttest than in the pretest
(p < .001; loading = −.156).

3.3 Associations of Demographic Variables with Pretest-to-Posttest Difference
in Teachers’ Acceptance of Distance Education

Only teaching category (special education teachers and general education teachers) and
instructional strategy (for distance education) were found to be significantly associated
with pretest-to-posttest change in attitude. For brevity, the results for only these two
variables are presented in this paper.

Association Between Teaching Category and Change in Teachers’ Acceptance
of Distance Education. The model describing the relationship between teaching cat-
egory (general education teachers = 0, special education teachers = 1) and pretest-to-
posttest change in teachers’ acceptance of distance education had good fit. Relative to
special education teachers, general education teachers had a significantly higher teach-
ers’ acceptance of distance education score (p < .001; difference estimate = −.220) in
the pretest and a nonsignificantly different teachers’ acceptance of distance education
(p = .646; difference estimate = .048) in the posttest.

Association Between Instructional Strategy and Change in Teachers’ Acceptance
of Distance Education. Instructional strategies were divided into synchronous educa-
tion, asynchronous education, blended education, and inexperience (inexperience was
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considered a category because a lack of distance education experience implies that a
teacher has not adopted any method to deliver distance education). First, analysis of
instructional strategies was conducted by setting inexperience as 0, synchronous educa-
tion as 1, asynchronous education as 2, and blended education as 3 for model testing.
The model describing the relationship between instructional strategy and pretest-to-
posttest change in teachers’ acceptance of distance education had good fit. The associ-
ation between instructional strategy and pretest is significant (p = .006; magnitude =
.175). Thus, teachers who had implemented distance education to a greater degree had
teachers’ acceptance of distance education that were more positive in the posttest (rela-
tive to the pretest). The association between instructional strategy and posttest attitude
was nonsignificant (p = .947; magnitude = .025). Figure 10 presents the estimated
marginal means of attitude toward distance education (Instructional Strategy× Pretest–
Posttest Difference). Specifically, the average attitude toward distance education was
more negative in the posttest than in the pretest for the participants who had experience
of synchronous education, asynchronous education, and blended education. Attitude
toward distance education did not change in teachers who had no experience with dis-
tance education. In addition, it is also worth noting that on the posttest, teachers with
no experience in distance education had higher attitudes toward distance education than
other experienced teachers (but the reverse was true on the pretest).

In the pretest, teachers who had experience in distance education had more actively
accept distance education than those who did not; this difference was greatest between
teachers with experience of blended education and teachers who had no experience
with distance education. In other words, during the pandemic, teachers who utilized
blended distance education for online inclusive education exhibited significantly higher
acceptance of distance education compared to teachers with no prior experience in
distance education. However, in the posttest, teachers who had experience of distance
education had more negative accept distance education than those who did not; this
difference was greatest between teachers with experience of asynchronous education
and teachers with no experience adopting distance education.

3.4 Qualitative Data Analysis Results

In addition to the quantitative data analysis mentioned above, we also conducted inter-
views to collect qualitative data. We conducted interviews from three perspectives,
including views on implementing online inclusive education through distance educa-
tion, opinions on the continued use of distance education after the pandemic, and self-
assessment of information technology capabilities along with perceptions of challenges
in implementing distance education teaching. Following data encoding analysis, we
identified the following perspectives.

Factors of Physical. Our research findings confirm that students’ physical considera-
tions influence teachers’ willingness to continue using distance education after the pan-
demic. Almost all interviewed teachers mentioned that physical considerations influence
their willingness to adopt distance education. Some teachers emphasized that the lack
of face-to-face interaction with students during distance education was a challenge in
conducting online integrated education.
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Factors of Educational Equity. Many teachers believe that distance education exac-
erbates educational inequity. Some teachers perceive unfairness in student assignment
submissions, stating. Additionally, the “digital divide” is cited as one of the reasons
many teachers decide not to continue using distance education post-pandemic.

4 Discussion and Conclusions

4.1 Discussion

This paper makes three major contributions. 1. In-depth understanding of the adapta-
tions to online inclusive education during the CDE period. 2. Formulation of future
crisis response strategies. 3. Promotion of educational technology integration. First of
all, during the COVID-19 pandemic, schools were compelled to shift to distance educa-
tion, leading to significant transformations for educators and students. Comparing data
between the COVID-19 pandemic period and the post-pandemic era provides profound
insights into the adaptive measures taken by schools during the CDE period. Second,
through such a comparative analysis, effective strategies for future crisis responses can be
formulated. Third, the CDE period witnessed a substantial increase in the application of
educational technology in teaching. A comparative examination of data from these two
periods reveals teachers’ willingness to use educational technology in the educational
system and the challenges they face in incorporating it into their teaching practices.

Contrary to our expectations, teachers held a more negative attitude toward distance
education after the end of the COVID-19 pandemic. The qualitative results reveal that the
majority of elementary school teachers had previously undergone training centered on
integrating Information and Communication Technology (ICT) prior to the COVID-19
pandemic. These training courses, implemented for approximately a decade in Taiwan,
ensured that virtually all in-service teachers had received training in ICT. However,
during the COVID-19 pandemic, when teachers were compelled to implement online
inclusive education through distance teaching, they encountered numerous challenges in
utilizing this approach. The qualitative results revealed the following challenges. First,
many students fell behind in the curriculum during CDE, whether general students or
special educational needs (SEN) students, and this was highly worrying for parents and
teachers (Authors, 2023). Thus, many teachers called for the curriculum to be adjusted
during CDE. In particular, many teachers stated that distance education led to poor
learning outcomes and inadequate student–teacher interactions (partly due to a lack of
physical eye contact in the online setting). This was also partially due to an inability to
enforce punishments against unfinished homework in the distance education setting.

Second, distance education led to unfairness in the classroom and precluded the
use of some assessment methods due to concerns regarding cheating. Nonetheless, one
teacher noted that distance education may be comparable with traditional learning in
terms of student cognition and learning outcomes despite the lower quality of student–
teacher interaction. In general, distance education may deprive students of the social and
emotional learning that they receive fromphysical interactions in a traditional classroom,
which are as much a part of education as the material on the syllabus (Colao et al., 2020;
Toscu, 2023). Experiencewith distance educationwas also associatedwithmore positive
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attitudes in the pretest but more negative attitudes in the posttest. Wang et al. (2023)
identified several problems with asynchronous education, such as a lack of opportunities
for student participation and low levels of classroom engagement. Notably, the attitude
of teachers with no experience in distance education was found to be unchanged in the
posttest.

This change in attitudes may have been due to teachers concluding, after their imple-
mentation of CDE, that distance education failed to live up to its promise. Their use of
asynchronous education mainly involved students accessing and uploading assignments
online during the holidays. Therefore, most teachers approved of distance education
prior to the implementation of CDE because of the convenience that it seemed to offer.
However, problems with distance education began to surface after its implementation. In
particular, according to the qualitative interview data collected in this study, some teach-
ers expressed worries regarding a lack of safeguards in distance education platforms
against students plagiarizing assignments, having others complete their assignments for
them, or looking up answers on Google. In addition, one teacher who was interviewed
noted that distance education led to an increase in their workload and in the number of
responsibilities that they had to juggle. Teachers also cited a need for greater support
from school management. Another teacher noted the lack of emotional and social con-
nections between teachers, students, and parents in distance education that would have
otherwise been present in a traditional education setting (Rovai, 2002).

Additionally, based on quantitative analysis results, it was found that compared
to general education teachers, special education teachers exhibited lower acceptance
of implementing online inclusive education through distance teaching, both during the
COVID-19 online distance education period and after theCOVID-19 pandemic. Through
qualitative analysis, it was revealed that special education teachers perceive the imple-
mentation of online inclusive education for s SEN students as requiring more time
and collaboration with parents and general education teachers, thereby increasing their
workload. For instance, in this study, one interviewed teacher mentioned: “In conduct-
ing online inclusive education for visually impaired students, the parents of the student
need to prepare specialized mouse and keyboard for the student, which necessitates prior
communication with the student’s parents.” Furthermore, in order to ensure that SEN
students feel included in the class, when conducting online inclusive education for SEN
students, it is necessary for the student to participate alongside other classmates, requir-
ing thorough communication and collaboration with general education teachers, thus
adding a significant amount of workload. Lastly, as special education teachers typically
develop Individualized Education Programs (IEPs) for SEN students at the beginning
of the semester, implementing online inclusive education would require the reformation
of IEPs for these students, further increasing the instructional workload for special edu-
cation teachers. Therefore, the majority of special education teachers are not willing to
continue distance education after the end of the COVID-19 pandemic.

4.2 Conclusions and Implications

Our study contributes to longstanding efforts by the Taiwanese government to implement
distance education and incorporate ICT into classrooms since the launch of the 2019
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Curriculum Guidelines of K-12 Basic Education (NAER, 2023). Specifically, by admin-
istering questionnaires before and after the major outbreak of COVID-19 in Taiwan, this
study determined whether the pandemic was a watershed in changing attitudes toward
and overcoming difficulties in teachers’ implementation of distance education. In par-
ticular, the proportion of teachers who had experience of distance education increased
from 34.1% before the pandemic to 96% after the pandemic.

We found that the teachers in our sample hadmore negative attitudes toward distance
education after the shift toward CDE due to hiccups in its implementation. These hiccups
pertained to poor learning outcomes, the low quality of student–teacher interactions,
and the problem of cheating in online assessments. Thus, education authorities should
exercise caution with regard to making distance education compulsory.
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Abstract. TheCOVID-19 pandemic has had a significant impact on classrooms in
Latin America, especially in Chile, where the prolonged suspension of classes has
resulted in learning losses, mental health issues, and student disconnection, espe-
cially those in more disadvantaged sectors. This study focuses on addressing these
challenges by employing strategies aimed at reactivating post-pandemic education
among students in hospital classrooms, belonging to a historically marginalized
sector in Chile. With the aim of increasing interest in the natural sciences, two
didactic modules with environmental robotics were co-designed with our students
from hospital classrooms. Thirty-one students, aged between 12–17, who attend
classes at the hospital, participated in the study. Surveys were used to measure
students’ initial personal interest, while the Experience Sampling Method (ESM)
assessed the situational interest during the implementation of the modules. The
results obtained through Multilevel Analysis revealed that factors such as gender,
group work, and the use of conventional teaching methods, such as writing and
calculations, had a negative impact on students’ interest. Conversely, the use of
scientific practices, such as asking questions and interpreting data, contributed
positively to increase the student interest. This study provides evidence on ped-
agogical strategies with technologies that may be more effective in increasing
interest in hospital classrooms.

Keywords: Post-pandemic Education · Hospital Classrooms · Educational
Robotics · Environmental Education · Inclusive Education

1 Introduction

During the COVID-19 pandemic, education systems worldwide revealed great adapta-
tion and flexibility in education, implementing strategies to preserve educational con-
tinuity [1]. However, most governments prioritized ensuring learning continuity over
the socio-emotional well-being and mental health of students, resulting in an unequal
participation in education and an increase in educational gaps, particularly among
socioeconomically disadvantaged groups [1–3].

Chile has also experienced these effects including learning losses affecting disad-
vantaged contexts and lower socioeconomic sectors more significantly. These learning
losses have been accompanied by declining mental and socio-emotional health in all
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communities, but particularly among students, resulting in a loss of interest in their
education [4].

Due to the pandemic, supporting socio-emotional aspects such as interest in edu-
cation has become a significant concern for current educational policy. In recent years,
there have been various projects aimed at increasing interest in science [5, 6]. However,
these efforts still appear to be insufficient [7], partly due to the lack of support for their
development [8]. Given this situation, there is a recommended need for more and new
studies focused on examining students’ interest during teaching practices [9], rather than
through retrospective measurements of the phenomenon [10].

Increasing the interest of students in hospital classrooms is an even greater challenge.
Due to isolation, school discontinuity, and academic loss, students who lack access to
traditional school activities suffer from significant decrease in interest, leading to extreme
cases of dropping out of the education system [11]. In the hospital environment, playing,
attending school, participating in sports, going out to interesting places, social gatherings,
and emotional relationships are limited, affecting their motivation and interest [12, 13].
Faced this scenario, teaching activities in hospital environments require an approach that
promotes greater emotional well-being and an increase in interest in education. This can
be achieved by incorporating technologies that encourage interaction, participation, and
access to learning [12], such as robotics [14].

2 Materials and Methods

The research study was focused on Educational Design [15] conducted in hospital class-
rooms in a low-income area of Santiago, Chile. Two Environmental Robotics modules
were co-designed and implemented in two groups of hospital classrooms. A total of
31 students from multi-grade levels (11 to 17 years) who are attending regular classes
participated in the study.

LEGO type technologies were used in the study, considering that these kits had
been previously donated to the hospital. It’s important to acknowledge that surveys and
interviews possess inherent limitations as they rely on students’ retrospective self-reports
of their interests or personal interests [10].

2.1 Instrument to Data Collection

The study employed two distinct instruments to measure interest during the study situ-
ations: a. A pretest questionnaire for students was administered to gauge their personal
interest in studies and career choices prior to the interventions, b. An instrument based
on the Experience Sampling Method was used [16], enabling students to actively assess
their situational interest at three random intervals during each class.

The pretest questionnaire on personal interest applied to students includes questions
and statements about personal interest based on the Student Questionnaire PISA 2006
[17] and is based on the adaptation to Spanish carried out by [16], which has also been
recognized and validated in different educational contexts [18]. The questionnaire’s
items aim to obtain indications related to the value of personal interest in learning and
studies on a four-point Likert scale [19].



350 J. Alé-Silva and J. Sánchez

Additionally, assuming that situational interest is expressed during teaching situa-
tions, the Experience Sampling Method [20] was used, which seeks to identify students’
situational interest at randomandnearmoments during teaching activities. To capture this
interest, participating students received messages on their cell phones with pre-recorded
questions to answer three times and randomly in each lesson, after a “beep-sound”.

The questions encompass various aspects of students’ actions and their interactions,
including listening, writing, calculating, thinking, among others. Additionally, there was
a question that inquiries about the specific activity they were engaged in when the “beep-
sound” occurred, such as asking questions, planning investigations, interpreting data, and
more. Furthermore, situational interest was assessed through a question regarding the
level of interest in the activity, rated on a four-point Likert scale.

2.2 Environmental Robotics Modules

The Environmental Robotics modules were developed to align with the Learning Objec-
tives of the Science Curriculum in Chile, focusing on regional environmental problems
and fostering technological solutions. Rooted in socio-constructionism principles [21,
22] and employing project-based learning [23], these modules integrate LEGO Mind-
storm EV3 robotics kits previously donated to the hospital classroom. The implementa-
tion spanned approximately two months, with students working in groups under teacher
guidance during 60 to 90-min sessions. The methodology followed four stages: piloting
and introduction, launch, sustained inquiry, and public exhibition.

The pilot phase introduced students to robotics technology, exploring sensors, actu-
ators, and block-based programming. The launch phase-initiated discussions on envi-
ronmental issues, specifically desertification and renewable energy in Chile. Students
were tasked with designing robotic solutions to address these challenges. Practical work
commenced with the construction of initial prototypes within an inquiry circuit, struc-
tured to guide students through computational problem-solving aligned with scientific
inquiry stages.

The first inquiry guide [24] focused on designing solar panels for efficient energy
harnessing, utilizing LEGO sensors and motors to track the Sun’s path (see Fig. 1).

In the second guide, students addressedwater resourcemanagement by designing fog
catchers, incorporating micro-python programming to optimize water capture consider-
ing wind direction. The culmination of these inquiries led to a public exhibition where
students communicated their findings and proposals through informative pamphlets,
assuming various roles to effectively convey their environmental robotics projects.

The exhibition, held during regular class hours at the hospital, engaged both inter-
nal and external stakeholders, showcasing the students’ innovative solutions aimed at
promoting clean energy and combating climate change in Chile.
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Fig. 1. The figure shows activities from the first inquiry guide on solar panels and students
engaging in environmental robotics activities.

3 Results and Analysis

3.1 Personal Interest in Science Education

A dimension reduction was carried out through factor analysis of responses to the key
components of the personal interest survey, retaining two factors. Principal component
analysis and Varimax rotation of the main axis were performed, allowing a maximum of
100 iterations to achieve data convergence. Two rotated components with high loadings
for both groups of students (0.573–0.861) were considered. These factors were labeled
as “personal interests in science for future activities”. Factor analysis allows for data
reduction and the prediction of situational interest through regression analysis. A t-
student test for independent samples was conducted on the questions related to this
factor to assess significant differences between the genders of the total students. Table 1
present results by gender.

According to the results compared by the t-student test for both groups (see Table 1),
it can be observed that, for the most part, there were no significant gender differences,
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Table 1. Personal Interests in Science for Future Activities.

Male
(n = 15)

Female
(n = 16)

Questions Groups 1 and 2 Mean SD Mean SD t p

Q3. I will have many
opportunities to use Science
when I finish my school
studies

2,93 ,704 3,38 ,500 −2,02 0,817

Q4. The effort I put into
science classes will help me
in future work or activities I
want to pursue

3,80 ,414 3,50 ,632 1,55 ,011

Q5. What I learn in science
classes is important to me
when considering what I plan
to study after leaving school

3,40 ,507 3,44 ,512 −,205 ,690

Q7. It is worth studying in
science classes because it will
help me in my future career
options

3,47 ,743 3,31 ,704 ,593 ,751

Q8. What I learn in science
classes will help me find a job

3,07 ,594 3,13 ,957 −,202 ,037

Q15. I am interested in
science

3,13 ,640 3,44 ,629 −1,33 ,422

except for Questions 4 and 8 (Q4 and Q8), which obtained a p-value less than 0.05. To
simplify the analysis of scientific practices observed during classes, the model adopted
by [16] was used.

3.2 Situational Interest in Science Education

To simplify the analysis of scientific practices observed during classes, themodel adopted
by [16] was followed, and the practices were grouped into three categories based on the
PISA Framework Scientific Literacy competency model. These categories are:

1. Asking questions and designing scientific investigations (including asking questions,
planning investigations, and conducting investigations).

2. Interpreting data and scientific evidence (involving developing models, analyzing
data, constructing explanations, and arguing).

3. Explaining phenomena scientifically (encompassing the use of models, problem-
solving, and information assessment).

Additionally, other variables were considered in the analysis, such as (4) collab-
orating in small groups, (5) listening, (6) writing, and (7) calculating, as shown in
Table 2.
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Table 2. Situational Interests in Different Learning Situations.

F Interest (1–4) SD

Group 1

Scientific Practices Situations

1. Asking questions and designing scientific investigations 56 3,55 0,62

2. Interpreting data and evidence scientifically 64 3,62 0,52

3. Explaining phenomena scientifically 32 3,22 0,76

4. Collaborating in a small group 112 3,45 0,65

Traditional Science Teaching

5. Listening 60 2,68 0,72

6. Writing 72 3,18 0,81

7. Calculating 28 2,85 0,80

Total 424

Group 2

Scientific Practices Situations

1. Asking questions and designing scientific investigations 68 3,33 0,79

2. Interpreting data and evidence scientifically 96 3,73 0,48

3. Explaining phenomena scientifically 76 3,50 0,60

4. Collaborating in a small group 104 3,56 0,62

Traditional Science Teaching

5. Listening 80 2,83 0,83

6. Writing 60 2,58 1,14

7. Calculating 32 2,92 0,90

Total 516

Concerning the situational interest responses, it is evident that in both groups, the
responseswere also quite high,with clear trends towards options 3 and 4 on the scale from
1 to 4. These results indicate the reported frequency of such experiences and the level of
situational interest aroused during each school scientific activity. Although the length of
the activities in both classrooms was the same, the total number of activities recorded by
frequency is slightly higher in the classroom of group 2 (f= 516). It should be noted that
students can record and be involved in different activities simultaneously, so the recorded
frequencies do not necessarily correspond to the total number of observations on the
Likert scale (N = 279). In general, the second group reported that during the robotics
workshops, they ask questions, interpret data and evidence, explain phenomena, listen,
and calculate more frequently than group 1. Conversely, students from group 1 reported
that in the workshops, they engage in writing activities and small group collaboration
more frequently than group 2. Additionally, regarding the total observations, it was
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noticed that, overall, traditional teaching activities scored lower than situations involving
scientific practices.

Moreover, to forecast situational interest, a multilevel regression analysis featuring
mixed effects and random intercepts was applied. This analysis incorporated “personal
interests in future science-related activities” and self-reported gender as covariates. The
mixed-effects model enabled the dissection of interest variance into two discrete com-
ponents: one that pertains to inter-individual variability. The estimation of parameters
for the entire student cohort (N = 31) is detailed in Table 3.

Table 3. Estimated Situational Interest for the Total Set of Students.

Parameter Estimation Error gl t sig IC 95%

Lim inf Lim sup

Intercept 1,954 ,353 114 5,531 <,001 1,254 2,654

Gender −,074 ,132 114 −,565 ,573 −,336 ,187

Personal
Interest

,001 ,136 114 ,004 ,997 −,268 ,269

Asking
Questions

,141 ,032 114 4,345 <,001 ,077 ,205

Interpreting
Data

,135 ,046 114 2,939 ,004 ,044 ,227

Explaining
Phenomena

,053 ,033 114 1,589 ,115 −,013 ,119

Working in
Groups

−,029 ,035 114 −,815 ,417 −,099 ,041

Listening ,064 ,032 114 1,994 ,049 ,000 ,127

Writing −,001 ,021 114 −,026 ,979 −,042 ,041

Calculating −,038 ,028 114 −1,346 ,181 −,094 ,018

As the data is hierarchically nested within students, intra-class correlations (ICC)
were calculated for the Random Effects on Situational Interest Students: σ2 = 0,125,
Adjusted ICC/Conditional ICC = 0,790/0,707, N = 31, Observations = 279, Marginal
(R2)/Conditional (R2) = 0,106/0,813.

Regarding the estimates and the ability to predict situational interest based on envi-
ronmental robotics teaching activities, reported gender, and students’ personal interests,
it can be observed in Table 3 that the most powerful predictors in both groups were two
of the scientific practices situations: asking questions (p< 0.001), interpreting data (p<
0.005), and one of the traditional science teaching situations: actions related to listening
(p < 0.05). Furthermore, for both groups, reported gender, group work, and traditional
teaching situations like writing and calculating were negative predictors of situational
interest.
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Finally, the results of the Random Effects show that the intra-class correlation (ICC)
indices indicated that multi-grade levels of students and their disparity explain a signif-
icant portion of the variance in the dependent variable, which is greater than 10%. A
very high conditional R2 (0.813) was also reported, measuring the variance represented
by the combined fixed and random effects.

4 Discussion

This study examined the relationship between reported situational interest during various
teaching activities and factors such as gender and personal interest. The objective of this
study was to examine this relationship in specific contexts of multi-grade hospital class-
rooms in Chile. The research design followed the methodological structure proposed by
[16], with the modification that environmental robotics teaching modules were designed
based on available resources and considering only the curriculum plans and programs
of Chile. The design of the environmental robotics teaching modules aimed to achieve
the learning objectives of the Chilean curriculum and considered evidence that would
trigger or sustain situational interest.

Based on the results and evidence obtained, it is possible to affirm that there are
factors associated with situational interest, either from the content being developed
during teaching situations or from the implementation.

When working with scientific practices, students in hospital classrooms, on aver-
age, rated their situational interest above 3 (on a scale of 1 to 4). In general, students in
hospital classrooms reported that situations associated with interpreting data, working
in groups, and asking questions were more interesting than other activities. This was
more notably observed in group 2 and is consistent with some previous research [16].
Particularly, activities related to calculationswere not associatedwith situational interest,
which contradicts previous research [16, 25].

In the context of predicting situational interest in learning, our multilevel regression
analysis allowed for a direct comparison of different predictors. The results from the
regression models not only supported our findings but also underscored that scientific
practices such as asking questions and interpreting data exhibit a stronger association
with situational interest compared to conventional teaching scenarios such as listening
activities involving students explaining phenomena, working in groups, writing and
performing calculations did not significantly predict situational interest, which contrasts
with students’ positive perceptions of some of these activities.

This incongruity concerning the predictive value of scientific practices, particularly
those involving the scientific explanation of phenomena and group work, contradicts the
findings reported by [16, 26]. Thus, it suggests the presence of unexplored contextual
variables thatmay influence the development of situational interest in hospital classrooms
[27]. Nonetheless, our results confirm that the utilization of other scientific practices
remains a pivotal factor associated with situational interest in the context of natural
science learning, aligning with prior research that has consistently demonstrated the
link between scientific practices and student engagement [17, 28].
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5 Conclusion

This study, by its nature, required collaboration with participating teachers in research
and implementation activities. This entailed a significant amount of extra time not ini-
tially considered in the work plan, along with the development of support resources to
facilitate the work.

The sample was convenience-based; therefore, the results cannot be generalized to
other populations in hospital classrooms. However, this limitation can be overcome if
similarities in the results are observed, especially those related to how the use of scientific
practices in lessons served to predict students’ situational interest.

Key evidence regarding situational interest in terms of using scientific practices was
provided only by students’ responses. In the case of hospital classrooms, the classrooms
are multi-grade (with students of various ages), which resulted in students’ records
containing varying amounts of information and depth. Some situational interest records
had more details, especially in older age groups. This can be addressed by focusing
interventions on more homogeneous age groups.

While situational interest measurements were conducted sequentially in hierarchical
order, observations demonstrated that practices can be simultaneously in different phases
or engaging in different activities, making teacher scaffolding a challenging task.

When measuring situational interest with younger students, distractions may occur.
Although some records by [16] suggest that this only happens at the beginning of activi-
ties, this was a persistent difficulty with hospital students, mainly due to the multi-grade
nature of the courses with a much broader age range (12 to 17 years).

Lastly, it should be considered that the teaching practices observed do not allow
for comparing increases in interest because associated with the COVID-19 pandemic.
Instead, they predict increases in students’ situational interest for different teaching prac-
tices in relation to their gender and personal interest within the current 2023 period. This
raises limitations because it was not possible to know how students’ interest in hospital
classrooms was before the pandemic and its relationship with the interest examined.
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Abstract. Virtual reality (VR) enters educational processes today as
a tool capable of promoting immersive learning experiences and facili-
tating the engagement and participation of all students, including those
with Special Educational Needs (SEN). This paper aims to present a case
study concerning the use of VR to improve manual skills and promote
immersive and enjoyable cognitive training for students with disabilities.
A VR cooking food preparation app is introduced to illustrate how VR
serves as a tool for skill training on one hand and as a genuine digital
learning environment on the other. In addition to presenting the tech-
nical features of the app, the International Classification of Functioning
(ICF) approach by the World Health Organization (WHO) will be dis-
cussed. This approach is useful for identifying the best strategies to pro-
mote learning for students with cognitive disabilities who participated in
this case study. Furthermore, the perspective of universal learning design
(UDL), also known as Universal Design for Learning (UDL) by CAST,
will be explored to guide teachers and trainers in designing digital and
innovative learning activities that can accommodate all students.

Keywords: Virtual Reality · Training · Special Education ·
Neurodevelopmental Disorder · Down Syndrome · Autism · Inclusive
Education · Special Educational Needs

1 Introduction

Education today faces real challenges: on the one hand, the world is becom-
ing increasingly digital and digitized; on the other hand, social and ethical
approaches also need to become clearer. In the race for modernization and digi-
talization, a perspective focusing on human needs is important. Technology can
serve as a “bridge” between the complexities of our historical era and the oppor-
tunities provided by new forms of culture, thought, production, and participa-
tion. Technological developments such as VR, AR, ER, and artificial intelligence
present both challenges and opportunities. Tools that simulate, extend, use, or
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transcend reality represent potential resources for equity and inclusion when
used with a multidisciplinary approach that combines technology with teaching
knowledge to support special education. For many disabled people, technology
has always been a useful tool that can assist or compensate for one’s abili-
ties in areas of perceived disadvantage. Initially considered a “service”, today,
thanks to new resources, we can boast of a tool that not only pays and helps
but also enhances user experience. From specialized equipment to technology for
everyone: this is the real innovation required for equity and equality. Disabled
individuals can now have technology that is both practical, useful, and enter-
taining. This paper presents a best practice for using VR technology, specifically
a VR app to prepare some tipical Food, to improve motor skills and cognitive
training for SEN students involved in the ASPOCollege project. The study cases
are designed using UDL approaches to project activities and the ICF checklist
to identify students’ barriers and facilitators to learning processes.

2 ICF Checklist and UDL Approaches

These activities are based on a preliminary assessment of students according
to the World Health Organization model’s ICF (International Classification of
Functioning) checklist to identify students’ strengths, weaknesses, disabilities,
and resources needed to support students throughout the program. It is necessary
to use standard language and tests to describe job, skill and study. To achieve this
goal, WHO created the International Classification of Functioning, Disability and
Health (ICF), which complements the International Classification of Diseases
(ICD). The ICF was recognized by the World Health Organization (WHO) in
2001 as a classification of health and well-being, including physical patterns and
activities, work, activities, participation and environment [1,2]. Additionally, UN
recommendations recognize the ICF as a useful tool for protecting the rights of
people with disabilities. Unlike traditional biological methods, ICF represents
holistic knowledge of biopsychosocial work. The biological approach involves
limiting the individual’s normal functioning, which can be altered by treatment
or injury [3, 4]. The biopsychosocial model defines work difficulties as a conflict
between one’s health and the demands placed on one’s real life [5,6].

Organizing activities from an ICF perspective allows us to start with a good
understanding of students and plan activities that they can control. It is impor-
tant to use the checklist to evaluate. This specific assessment, based on the ICF
by WHO, allows for better identification and individualization and differentia-
tion according to the student’s abilities. It is important to distinguish between
performance and ability in the ICF paradigm: performance information that the
student has not yet acquired; This ability allows the student to determine what
is most likely to be supportive and successful for the student. In the first part of
the checklist (based on WHO model available online for free), there is a range of
information about the student and his or her health condition. This is followed
by a section on bodily functions; finally, barriers and facilitators are also iden-
tified concerning the learning context and environment. This section is essential
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to then be able to set up the application in a way that is suitable for the student,
respecting his or her characteristics but keeping motivation high with a proposal
that is nonetheless interesting. The goal is to always work to generate a growth
curve.

Fig. 1. ICF Checklist

The checklist (Fig. 1) is compiled for each student involved in the project
and used for pre-assessment and assessment. In light of the findings, it is then
possible to proceed with the design of the training activities. Using the check
list from an ICF perspective, it was possible to identify specific codes to work
on to enable each student to bring performance as close as possible to attainable
abilities given his or her diagnosis. Figure 2 shows how, from December to May
(2022), thanks to the facilitators identified and the reduction of learning barriers,
students have moved closer and closer to the degree of attainable ability for them
and each.

The design of the activities was managed based on the Universal Design for
Learning (UDL) approach. All activities were designed by providing for mul-
tiple forms of representation, multiple forms of action, and multiple forms of
engagement (Fig. 3).

This approach helps make the learning process more real for students with
cognitive disabilities and fragility who can thus more easily be guided to work
on the how, why and what of learning.

2.1 Users and Special Needs

This case study was conducted as part of the Aspocollege project involving a
group of students with cognitive fragility (down syndrome, autism spectrum
disorder, intellectual retardation) aged 18 to 25. Some Italian parents, in the
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Fig. 2. ICF Results

province of Lecco (Lombardy), who have children with cognitive problems cre-
ated the Aspoc Association. Aspoc, which stands for Association for the Devel-
opment of Cognitive Potential in Italian, was established in 2004. Some ASPOC
students, based on some specific requirements in terms of diagnosis, residual
skills and age group, participate in the ASPOCollege project to continue after
school cognitive training. These students participate in the case study. The diag-
nostic situation of each is different; they share a common difficulty in learning,
generalizing, and proceduralizing activities. There is a rigidity of thinking that
often makes the process of acquiring new knowledge, skills and competencies
laborious. These students have, within the project, the opportunity to experi-
ment with innovative technologies in collaboration with the Milan Polytechnic.
This allows a multidisciplinary approach: pedagogical expertise to detect needs
and design inclusive activities; technical expertise to design, plan, and implement
digital tools useful for achieving the set goals.

2.2 Extended Reality in Special Education

Data shows that the use of AR in general education opens new learning opportu-
nities [4]. Astronomy, for example, is taught using AR tiles, virtual 3D modeling
equipment, webcams, projectors, and whiteboards in place of manual methods.
AR, air flow, magnetic fields, molecules, etc. It can be used to visualize abstract
concepts such as It can also be used to create AR games that encourage student
participation. One example given in the article is that students with Android
tablets can collect simulated electricity bills from the perspective of a school near
a nuclear power plant. Also in [3] the benefit of using this method is seen as a
way to represent abstract ideas whose outcome is too small, too large, too fast
or too slow to be seen by the human eye. To summarize the main points from
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Fig. 3. UDL Guidelines

the examples given, AR focuses on (i) 3D educational content, (ii) collaboration;
(iii) student presence, presence and understanding, (iv) seeing the unseen, and
(v) connecting formal and informal learning.

AR can also improve students’ knowledge and practical skills that are diffi-
cult to acquire through traditional education. The main difference is that AR
offers students new learning experiences, improves their interest in the content by
placing them directly in the content, and improves psychomotor-related knowl-
edge and skills. These results were obtained by Matt Bower and al [2] during
their research. They pointed out some aspects of teaching that AR can support:
(1) Constructivist learning: AR enables students to be more curious about and
engage with content more deeply, (2) Live learning: AR can bring the real world
into the classroom, (3) Game-based learning: Using game-based interfaces helps
students learn some specific concepts, such as the examples included in [4], (4)
Research-based studies based on electronic data collection for future analysis [1].

3 Case Study: Cooking Food App

Cooking food in virtual reality (VR) presents a promising avenue for enhancing
the culinary experience, particularly for individuals with disabilities. By lever-
aging VR technology, people with physical limitations or cognitive impairments
can engage in cooking activities in a simulated environment that accommodates
their specific needs. VR platforms can offer customizable interfaces, intuitive
controls, and sensory feedback, enabling users to participate in various cook-
ing tasks regardless of their physical abilities. Moreover, virtual cooking experi-
ences can provide a safe and accessible space for individuals to practice culinary
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skills, experiment with recipes, and gain confidence in the kitchen without facing
the potential hazards associated with traditional cooking methods. This innova-
tive approach not only promotes inclusivity but also fosters independence and
empowerment among people with disabilities, empowering them to explore the
joys of cooking and savor the fruits of their culinary endeavors.

4 The APP

The virtual reality cooking app offers an immersive culinary experience with its
selection of Italian, Mexican, and Japanese cuisines. Users can delve into the
flavors and techniques of each culinary tradition, enhancing their cooking skills
while exploring diverse cultural dishes. Additionally, the app’s customizable lev-
els cater to users of varying proficiency levels, ensuring accessibility for beginners
and providing challenges for experienced cooks. Whether users seek to master
the art of pasta-making, perfect the spice blends of Mexican cuisine, or refine
the delicate balance of Japanese flavors, the app offers a dynamic platform for
culinary exploration and skill development in the immersive realm of virtual
reality.

4.1 Cooking in Virtual Reality (VR) Offers Several Advantages
for People with Disabilities

Fig. 4. User’s while testing.

Accessibility: VR cooking experiences can be designed with accessibility features
such as customizable interfaces, intuitive controls, and adjustable difficulty levels,
making it easier for individuals with physical disabilities to engage in cooking
activities (Fig. 4).
Safety: Virtual cooking eliminates many of the physical hazards associated with
traditional cooking methods, such as handling sharp knives, hot surfaces, or
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heavy pots and pans, reducing the risk of accidents and injuries for individuals
with mobility or dexterity impairments.
Independence: Virtual cooking empowers people with disabilities to cook meals
independently, without relying on assistance from others. This fosters a sense of
autonomy and self-reliance, enhancing their confidence and quality of life.
Social interaction: Virtual cooking experiences can be shared with friends, fam-
ily, or online communities, fostering social connections and opportunities for
collaboration and peer support among individuals with disabilities.

5 Results

The System Usability Scale (SUS) protocol has been implemented to assess the
usability and user experience of the virtual reality (VR) application. By utiliz-
ing the SUS, researchers and developers can gather valuable feedback from users
regarding the app’s interface, functionality, and overall usability. This standard-
ized questionnaire consists of a series of statements designed to measure partici-
pants’ perceptions of the system’s usability, with responses ranging from strongly
agree to strongly disagree. Through the SUS protocol, quantitative data can be
collected and analyzed to identify areas of improvement and inform iterative
design changes. By systematically evaluating the VR app using the SUS, devel-
opers can refine and optimize the user interface and enhance the overall user
experience, ensuring that the application meets the needs and expectations of
its target audience effectively (Fig. 5).

For students with intellectual disabilities or pervasive disorders, learning
through concrete experience represents an important facilitator. Theory meets
practice and makes it tangible. This also trains students to internalize the pro-
cesses of both Design and printing through an enjoyable experience that lowers
the cognitive load and allows for a fruitful learning experience.

Fig. 5. SUS results
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6 Conclusion

In this case study, it emerges how VR could be, when used with UDL approach
and based on ICF by WHO observations, a valuable support to promote inclu-
sive education. For students with cognitive difficulties learning is an even more
complex process. Using tools that make the learning experience more realistic
and immersive can be a valuable aid. The experience demonstrates a high degree
of student satisfaction, during all phases of the activity, even the more complex
ones or frustration (when you get the steps wrong, you have to start the activity
again from the beginning). Students, with these activities carried out on the App,
achieved the following goals: - Improved motors skills; - improved and trained
oculo-manual coordination; - increased time spent on the activity; - procedural-
ized the steps for creating the selected food; - divided the task, into more easily
manageable subtasks; - improved performance; - improved group relations and
experimented with peer tutoring. We can say, therefore, that ER used with this
approach promotes Inclusive Education and makes learning an immersive and
more enjoyable process for everyone, no one excluded.
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Abstract. In the 21st century the digital skills and competencies seem to be a fun-
damental requirement for many employees. It can be said that willingness to use
digital technologies is not very common among therapists or psychologists. Those
professionals are perceived as employees with non-digital approaches. However,
the global pandemia changed the way doctors, nurses, therapists or psychologists
have worked. This is why, it should be underlined that the process of training
psychology students should be changed. Generally, they are expected to identify
mental problems among their would be patients or clients, while they also ought
to break down any technological barriers to improve digital inclusion. As a result,
in the context of the academic syllabus, psychology students should have bet-
ter digital literacy skills enabling them to recognize digital accessibility barriers
e.g. found in digital documents. The need for training and education in digital
accessibility has increased significantly for some time, which was the reason of
modification of the syllabus framework.

This paper aims to explore the effectiveness students study how to design
accessible digital documents so as to merge their skills and accessibility issues.
A set of proposed changes to ensure the syllabi would cover accessibility issues
was implemented in October 2022. To gather full-time and part-time students’
feedback on proposed changes, a questionnaire was organized from January 2023
to February 2024. As a result, participants were asked to offer their qualitative
comments in relation to the digital training.

Keywords: Digital Accessibility · Digital Documents · Syllabus · Psychology
Students · Curriculum

1 Introduction

1.1 New Technologies vs. Traditional Perspectives on Psychology Academic
Courses

The advent of new technologies has revolutionized various fields in the labour market. In
line with the impact of technology advancement, professional psychologists have faced
a range of challenges, which occurred during Covid. They started to conduct therapy
sessions remotely, making therapy more accessible for people who were not able to
attend in-person sessions. In this case, psychologists were able to use a wide range of
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tools like online surveys, mobile apps to track patients’ mood, their conduct or social
interactions in real time.Generally, psychology programs at universities typically include
a spectrum of subjects to provide comprehensive understanding of human behaviour and
mental processes without adding very little information on how to use new technologies.
The most common subjects include general psychology, cognitive psychology, develop-
mental psychology, social psychology, clinical psychology, and so on, which offer the
introductory courses that provide an overview of various topics in psychology covering
emotions, feelings, social behaviour, collecting and analyzing data, interpretation of
findings, treatment of mental, emotional or behavioural disorders [1]. Thus, the whole
idea of valuable insights for therapy and research has been the foundation of psychology
students’ education. According to the APA Guidelines (2011) [2] the course content
standards should explain the complexities of human thought and behaviour as well as
ability to apply psychology-based problem-solving skills (2012) [3].

However, it should beunderlined that facultymembers at psychologydepartments are
expected to incorporate diversity, science, equity, fairness, and inclusion in their course
content [4]. As a result, academic curriculum ought to support inclusive learning envi-
ronment and digital accessibility issues so as to make psychology students familiar with
the emotional and psychological challenges associated with individuals who face a spec-
trum of disabilities, impairments or limitations of activities. Therefore, ongoing efforts
are needed to implement awareness and understanding of digital accessibility standards
in the field of psychology in the education landscape of psychology departments.

1.2 The Primary Objectives

This paper explores the critical issue of digital accessibility in the curriculum of the
psychology department. It underscores the importance of integrating digital tools and
resources to enhance the learning experience. The study delves into the perceptions of
psychology students towards digital accessibility, and proposes strategies for its improve-
ment. The aim is to foster the educational journey of psychology students at the Depart-
ment of Psychology atAkademiaGórnośląska (theUpper SilesiaAcademy) inKatowice,
Poland. This paper serves as a stepping stone towards a curriculum that includes more
information about digital accessibility in higher education so as to improve students’
knowledge breaking down any digital barriers.

Despite significant advancements in psychology, it’s challenging to find core ele-
ments related to accessibility incorporated into the curriculum. Given that the course
material in psychology departments had largely stayed the same, this paper seeks to
assess the influence and efficacy of accessibility concerns within the academic course
titled Applying Information Technology To Psychology (abbr. AITTP), which was
offered from October 2022 to February 2023 and again from October 2023 to February
2024. The document presents the students’ perspectives on the importance of integrating
digital accessibility concerns into the curriculum.The depicted results can informhigher-
education curriculum developers how to design successful course content to promote
digital inclusion among psychology students.

Section 1 Introduction covers the general aspects of activities that are performed
by professional psychologists and therapists. What is more, a set of digital challenges
during Covid-19made psychologists use digital devices to communicate and collaborate
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with others, in particular with the disabled and people with impairments. As a result, the
issues of digital accessibility have been implemented into the syllabus of psychology
students in 2022. Section 2 Methodology describes a range of groups of psychology
students who took part in the study as well as their qualitative opinions on studyingWeb
Content Accessibility Guidelines (WCAG) and designing accessible digital documents
in a range of formats (MS Word, MS Excel, MS PowerPoint, PDF) so as to make the
therapeutic digital environment more inclusive in their future workplace. Furthermore,
a quantitative analysis is incorporated to examine the variations in student perspectives
in Sect. 3 Results. The discussion focuses on the qualitative and quantitative analysis of
366 questionnaires. Section 4 Recommendations offers suggestions and deliberations on
a novel method that establishes a beneficial structure for conducting digital accessibility
training courses in psychology departments. Section 5 References.

1.3 Related Work

The majority of academic curricula emphasize the fact that inclusive pedagogic strate-
gies are developed to support all students “to gain access to the same learning opportu-
nities at university” (GICEP 2021–2022) [5]. To illuminate those practices, it is worth
noticing that psychologists discover new ways in which technology can make collab-
orating with others more effectively. Unfortunately, it is difficult to find any academic
research in which it is possible to find any attempts to test the level of technological
competence among psychology students. In addition, the topic of digital accessibility is
hardly included at all in curriculum in psychology departments. With this regards, new
technologies should bridge theory and practice, which can fill the void in psychology
foundations (Chye and Chua 2023) [6]. In May 2020 a report commissioned by London
Digital IAPT on Digital Competencies for Psychological Practitioners in IAPT Services
was published byRoyalHollowayUniversity of London [7]. The report discusses various
digital competencies that need to be implemented and developed among psychological
practitioners, psychologists and trainers.

What is more, the Topol report [8] in 2019 emphasizes that services and training pro-
grammes need to develop digital literacy among all NHS trainees, which could improve
the knowledge and skills if the curricula would be redesigned to support healthcare grad-
uates. In 2021, the high demand for psychological services during the global Covid-19
was a catalyst to conduct a cross-sectional online survey to report varying degrees of
competence across the digital tasks. The conducted online survey with Aotearoa New
Zealand Registered Psychologists only covered the insights into the range of the digi-
tal skills as well as digital competencies of professional psychologists in New Zealand
(Dobson et al. 2022) [9]. A direct consequence of the acceleration to online working
as a result of the Covid-19 pandemic has made professional psychologists aware of the
need for implementing the digital issues into the training area. Furthermore, it can be
said that this pandemic period became a great springboard for further research in the
field of psychology students’ education.
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1.4 Procedures and Goals

It is important to emphasize that the integration of digital tools may facilitate commu-
nication, collaboration and professional development among would be psychologists
[10], which will have a positive effect on a diversified group of patients and clients. The
aim of the research was to acquire the psychology students’ opinions on implementing
digital accessibility issues into the syllabus. Unfortunately, any aspects of digital acces-
sibility had not been included in the AITTP course before 2022. The range of digital
issues included in the syllabus covered only general digital competencies such as editing
MsOffice documents, broadening knowledge on the Internet history as well as computer
operation. Nevertheless, the syllabus lacked external details regarding digital inclusion,
disability, or intricate tactics related to the validation of digital documents aimed at
enhancing content to be accessible.

Therefore, inSeptember 2022 the syllabuswasmodified to include anumber of strate-
gies formakingMSOfficedocumentsmore accessible. Furthermore, general information
on good practices, accessibility standards (e.g. Web Content Accessibility Guidelines),
the use of plain language and making digital content clear, concise and well-organized
were added to be discussed. After reviewing the psychology students’ qualitative com-
ments in February 2023, a set of proposed changes were implemented into the syllabus in
October 2023. The primary objectives of the syllabus design were focused on enhancing
the accessibility of digital documents (such as MS Word, MS Excel, MS PowerPoint).
Consequently, in October 2023, a series of methods pertaining to metadata and PDF file
validation were introduced, replacing topics like History of the Internet and the Archi-
tecture of Computer Hardware. The focus group members showed greater interest in
enhancing the accessibility of digital documents rather than in learning about computer
hardware.

The findings from this discussion will inform course instructors, curriculum design-
ers, and institutions about the effectiveness of accessibility measures. Recommendations
can guide future improvements to enhance inclusivity in the professional development
as well as psychology students’ perception. Based on the results of the survey, it can
be assumed that students are interested in digital practice skills to be more confident in
working digitally as future psychological practitioners in a variety of services.

2 Methodology

2.1 Study Design

The primary objective of this paper is to evaluate the effectiveness and impact of accessi-
bility issues within an academic course in psychology department. Specifically, we aim
to understand how well the course accommodates diverse student expectations. As there
is no framework of formal digital competencies related to digital accessibility for psy-
chology students, and no research has been conducted in this area so far, the descriptive
survey was conducted with first-year full-time (FTS) and part-time (PTS) psychology
students. The participants of the survey took part in the AITTP course from 1st October
2022 to 28th February 2023 and from 1st October 2023 to 29th February 2024 at the
Department of Psychology. A total of 366 students completed the survey.
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2.2 Survey Design and Scope

The study involved an anonymous questionnaire which incorporated closed and open-
ended questions to capture the psychology students’ opinions about their digital compe-
tence, problems connected with digital accessibility as well as their opinions on imple-
menting digital accessibility issues into the syllabus. The questionnaire was designed
in paper format. It was composed of three parts: Part 1 Bio Data, Part 2 A set of ques-
tions and Part 3 Conclusions. The average time to complete the closed and open-ended
questions was about 15 min. The set of questions was identical for all students and the
primary inquiries encompassed the following:

• digital accessibility in prior education - this point is about whether the students
were exposed to issues related to digital accessibility before they started studying
psychology,

• digital accessibility in computer science classes in pre-university education -
this point asks if the students had computer science classes during their elementary,
middle, or high school education,

• inclusion of WCAG standard in pre-university education – this point asks the
students’ opinion on whether topics on digital and social inclusion as well as use of
the WCAG standard should be discussed before starting higher education,

• areas of interest – this aspect requires students to pinpoint a minimum of three
subjects (which they found particularly engaging) related to digital accessibility.

Between January and February 2023, 195 freshmen psychology students filled out
the survey. In the period from 26 January to 11 February 2024, another 171 students
completed the same survey. The respondents represent about 1.26% (N = 366) of all
psychology students (N = 29,000 in 2021) [11] and the total student population (which
has grown to 1,223,600 since the 2020/2021 academic year) [12] in Poland for the year
2023.

3 Qualitative and Quantitative Analysis

3.1 Respondents

The sample comprised of 366 psychology students. There were 61 (31.28%) full-time
students (FTS) and 134 (68.72%) part-time students (PTS) who took part in the ques-
tionnaire in the 2022/23 academic year. While in 2023/24 there were 58 (33.92%) FTS
and 113 (66.08%) PTS. See Fig. 1 for breakdown of participants’ ages.

3.2 Digital Experience

Therewas variability in students’ experience connectedwith the digital accessibility area.
The group of students who took part in the courses that included digital accessibility
issues in pre-university education consisted of both full-time students (N = 34, 34.4%)
and part-time students (N = 65, 65.7%). However, a significant percentage of students,
did not have any knowledge about digital accessibility. There were as many as 85 FTS
(approx. 32%) and 181 PTS (68%). Out of the 366 students who participated in the
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Fig. 1. Participant ages.

Table 1. Digital accessibility in prior education (FTS stands for full-time students and PTS stands
for part-time students)

Answer FTS
2022/2023

PTS
2022/2023

FTS
2023/2024

PTS
2023/2024

Total No

Yes 19 34 15 31 99

No 42 99 43 82 266

survey, 365 responded to the question. See Table 1 for implemented digital accessibility
issues in the prior education curriculum.

Then, the participants provided their feedback on discussing digital accessibility
issues during their computer classes in pre-university education. Out of 366 respondents,
323 students had computer science classes before studying psychology. A minority of
survey participants had digital accessibility issues included in their previous computer
science classes (N = 26, 8%). The reminder of participants had no previous digital
accessibility issues in their computer science syllabus (N = 297, 92%). See Table 2
for discussing various aspects of digital accessibility during computer classes in pre-
university education.

Across all psychology students, there was variability in topics that covered accessi-
bility elements implemented in their computer classes. Majority of the students (92%)
had never taken part in any courses on digital accessibility before starting their university
education in psychology department. Even if the course on computing was conducted
in the secondary school, the syllabus did not include any accessibility issues. Generally,



Accessibility and Digital Competencies of Psychology Students 373

Table 2. Digital accessibility discussed during computer classes in pre-university education (FTS
stands for full-time students and PTS stands for part-time students).

Answer FTS
2022/2023

PTS
2022/2023

FTS
2023/2024

PTS
2023/2024

Total No

Yes 5 11 4 6 26

No 14 122 54 107 297

they explored typography and its impact on readability, delved into the unique chal-
lenges faced by disabled users, and considered the specific needs of users with hearing
impairments and the deaf community. The curriculum also covered the theory of color
and the implications of colorblindness on user experience. This holistic approach to
understanding digital accessibility underscores their commitment to creating inclusive
digital environments; yet, this does not suffice to claim a substantial understanding of
digital accessibility.

3.3 Feedback About Digital Accessibility

This section presents the collected students’ opinions on best practices on how to make
MS Office documents clear, concise and well organized. Furthermore, their descrip-
tion of the most interesting accessibility issues that were discussed during the lectures
and practical training from 2022 to 2024. In particular, the topics covering types of
disabilities, document formatting, describing images, adding alternative texts, plain lan-
guage guidelines, designing diagrams and tables, etc. were the most interesting for the
respondents. In the year 2022/23, a significant 86.15% (N = 168 out of 195) of respon-
dents highlighted the most compelling topics related to digital accessibility. Similarly,
in 2023/24, approximately the same proportion of respondents, 83.62% (N= 143 out of
171), identified the most intriguing areas in digital accessibility. See Table 3 for areas of
interest presented by 311 (N = 366, 85%) participants of the survey. The table presents
the subjects in digital accessibility, ranked from themost captivating to the least regarded
ones.

The results revealed that a significant number of students, specifically 29.26% (N
= 91) individuals, expressed a keen interest in adding alternative texts to non-textual
elements. Moreover, a considerable number of students, precisely 20.58% (N = 64),
found the theory of colour and colour blindness to be intriguing. Another noteworthy
finding from the survey pertained to the interest shown by 7.07% (N = 22) students
in calculating color contrast ratios and utilizing various color contrast applications.
Furthermore, when it came to document editing, a considerable number of students,
21.5% (N= 67) to be exact, focused on using styles to create proper heading structures,
incorporating descriptive links, and designing accessible tables, graphs, and charts with
textured or shaped lines.

Overall, the survey results shed light on the psychology students’ awareness and inter-
est in enhancing digital document accessibility. It is evident that a significant portion
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Table 3. The participants’ feedback on the most interesting areas discussed during the aca-demic
course from2022 to 2024 (FTS stands for full-time students and PTS stands for part-time students).

Areas of Interest 2022/2023
N = 168

% Areas of Interest 2023/2024
N = 143

%

The disabled users and
implementing
accessibility

90 53.6% The disabled users and
implementing
accessibility

52 36.4%

Alternative text 64 38.1% Theory of colour
(colourblindness)

27 18.9%

Editing Word Docs 41 24.4% Alternative text 26 18%

Theory of colour
(colourblindness)

39 23% Editing MsOffice Docs
(PPT, Excel)

25 17.5%

Editing MsOffice Docs
(PPT, Excel)

38 22.7% Assistive technologies 24 16.8%

WCAG guidelines 34 20.2% The colour contrast
ratio

22 15.4%

Assistive technologies 26 15.5% Editing Word Docs 18 12.6%

Accessible Websites 17 10% WCAG guidelines 13 9.1%

The colour contrast
ratio

15 8.9% Accessible Websites 7 4.9%

of the student body is committed to making digital content more inclusive by incorpo-
rating alternative texts, considering color choices, calculating contrast ratios, and utiliz-
ing various accessibility features during the document editing process. These findings
emphasize the importance of prioritizing accessibility in digital document creation and
provide valuable insights for further improvements in this area.

4 Recommendations

The feedback analysis highlighted that a spectrum of significant competencies were
not developed among freshmen students in pre-university education. A wide range of
changes both in new technologies and psychology competencies have had implications
for designing the inclusive curriculum to facilitate and recognize the importance of digital
accessibility. The new content of syllabus and the practical guidelines implemented into
the psychology students’ training can raise knowledge on the strategies how to unlock
document content to everyone, including people with disabilities or impairments. The
new approach to curriculum content can break down digital barriers that can exclude any
potential users from accessing the MS Office content that can bridge the gap between
psychologists, therapists and potential patients. It should be underlined that the new
approach provides a valuable scaffolding of training courses on digital accessibility at
psychology departments.
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What is more, it is worth noticing that psychology students are expected to know
more about digital accessibility because it allows them to understand and cater to the
diverse needs of individuals with disabilities (APA 2023) [2], which is a key aspect in the
field of psychology. Knowledge in digital accessibility can help them create inclusive
digital content, whether for research, therapy, or education. Furthermore, it equips them
with the skills to advocate for digital inclusivity, ensuring that psychological services
and resources are accessible to all. This not only broadens their professional competence
but also aligns with the ethical responsibility of psychologists to promote accessibility
and inclusivity.

Disclosure of Interests. The author has no competing interests to declare that are relevant to the
content of this article.
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Abstract. Extended Reality (ER) stands out as one of the major tech-
nology trends currently, with expectations of even further growth in the
near future. The primary objective of this paper is to develop an ER
application for the Sharebot One and Sharebot Next Generation 3D
Printers, specifically designed to assist students with special needs. The
application follows an inclusive design perspective based on the Inter-
national Classification of Functioning, Disability, and Health (ICF) by
the World Health Organization (WHO), enabling students to work and
interact with the machine safely.

To achieve this goal, three configurations have been developed and
tested: a desktop version running on a PC, an Android tablet-based ver-
sion, and a solution optimized for the Microsoft HoloLens device.

Keywords: Extended Reality · Training · Special Education ·
Neurodevelopmental Disorder · Down Syndrome · Autism · Inclusive
Education · Special Educational Needs

1 Introduction

Nowadays, Education is experiencing a real challenge: on the one hand, an
increasingly digital and digitized world and, on the other hand, the exponen-
tial growth of needs that points to the urgency of working for social equity as
a real priority. In this race for modernization and digitization, a magnifying
glass on humans’ needs is fundamental. The technology could be a “bridge”, a
mediator between the complexity typical of our historical time and the opportu-
nities offered by the new forms of doing, thinking, producing, and participating
in society. Technological innovations, such as VR, AR, ER, and AI, represent a
challenge and a great opportunity at the same time. Tools that simulate, extend,
implement, or venture beyond reality, represent potential resources for equity and
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inclusion when used with a multidisciplinary approach that sees technology in
perfect synergy with pedagogical approaches to support special education. Tech-
nology has always represented, for many people with disabilities, a useful tool for
enabling or compensating the individual in those areas of fragility determined by
their diagnostic picture. In the beginning, the approach was considered purely
“assistive,” today thanks to new resources we can boast tools that not only com-
pensate and enable but, at the same time are very attentive to user experiences.
From special technology to technology for all: this has been a real innovation.
People with disabilities can now experience technologies that are not only acces-
sible and usable but also enjoyable, too. A new interest in ER is growing and
its potential to improve special education based on interactive experiences by
enhancing the real-life environment with virtual elements. This paper presents
a best practice for using ER technology, specifically the 3D Printer Sharebot
One, to support the learning processes of students with intellectual disabilities,
pervasive developmental disorders, and cognitive fragility.

2 The ICF Model to Design the Learning Process

Activities were conducted from an initial observation of students based on a
checklist on the ICF (International Classification of Functioning) by WHO model
to identify students’ strengths and weaknesses, barriers, and facilitators needed
to support students during activities. It is necessary to explain functionality,
capacity, and performance using standard vocabulary and tests. The Interna-
tional Classification of Functioning, Disability, and Health (ICF) was developed
by WHO as an addition to the International Classification of Diseases (ICD)
to carry out this mission. ICF was accepted as a standardized classification
of health and health-related areas, including bodily structures and functions,
activity, participation, and environmental factors, by the World Health Organi-
zation (WHO) in 2001 [1, 2]. Additionally, the United Nations’ recommendations
recognized ICF as a useful tool for protecting the rights of individuals with dis-
abilities. ICF represents the biopsychosocial holistic knowledge of functioning, in
contrast to the traditional biological approach. The biological approach contends
that functional limitation is a person’s static characteristic that can be changed
by treating ailment or damage [3, 4]. The biopsychosocial model describes func-
tional difficulty as a mismatch between a person’s health status and the demands
placed on him by his actual living circumstances [5, 6].

Setting the activities from an ICF perspective allowed us to start from a
thorough knowledge of the students to plan activities that are manageable for
them. Observation with checklist is essential. This specific observation, based
on the ICF checklist, makes it possible to better define the pathway and to be
able to personalize and differentiate it according to the student’s abilities. In
the ICF paradigm, it is important to differentiate performance from capacity:
the performance records what the student has accomplished yet; the capacity
makes it possible to identify what possible empowerment scenarios are viable
and achievable for the student.
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2.1 Users and Special Needs

This work is the result of a project that involves collaboration with an Ital-
ian Association, ASPOC (Association for Cognitive Enhancement), and, espe-
cially with a specific area of action: “ASPOCollege” which provides training and
empowerment opportunities for young people with intellectual disabilities and
pervasive developmental disorders aged 19 to 35. These students have completed
their formal education processes and find themselves in that hard phase before
job placement; although this phase is complex in general for all young people,
turns out to be particularly difficult for students with disabilities who strug-
gle to enter the job placement. Some Italian parents, in the province of Lecco
(Lombardy), who have children with cognitive problems created the Aspoc Asso-
ciation. The group stands for an inclusive environment and promotes the creation
of learning environments that will enhance inclusion not only in the classroom
but also in society at large. The parents are invited to recognize the significant
roles of educators, rehabilitation specialists, siblings, health professionals, and
institutions as part of the mediated learning process. Aspoc, which stands for
Association for the Development of Cognitive Potential in Italian, was estab-
lished in 2004. The group maintains tight relationships with the facilities and
services offered throughout the nation. According to ASPOC, the importance
of context, the processes, and the quality of mediated learning processes play a
fundamental role in the development of each. This belief is based on the con-
fidence in current scientific theories on structural cognitive modifiability based
on the evidence that people’s neuronal structures are modifiable if exposed to
sufficient stimuli. Making the cultural and social environment better prepared to
help persons with disabilities and their parents is one of the first objectives for
ASPOC families. The ASPOC project takes place in three settings where SENs
are required to engage on a regular basis: Family, Shool and Health. In order
to prepare SEN participants for job experiences, ASPOCollege seeks to improve
cognitive enhancement and continue training residual skills in students who are
19 years old and older. Based on this experience, we are attempting to define
best practices of rehabilitation paths suitable for these students using the Com-
puting Module. We are doing this by identifying the best sets of rehabilitation
sets to enable cognitive enhancement for these students, as well as by using the
pedagogical approach.

2.2 Mixed Reality in Education

In the literature emerges that the usage of AR in general education opens new
learning possibilities [1]. For instance, teaching astronomy by using AR tile, vir-
tual 3D modeling package, web camera, projector, and a whiteboard to overtake
traditional methods based on books. AR can be used to visualize abstract con-
cepts like airflow, magnetic field, molecules, and so on but also can be used to
create AR games that enhance students’ engagement. An example is the one
provided in the paper where students with an Android tablet are able to collect
data on simulated radiation values on their campus which was hypothetically
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near a Nuclear Power Plant. Also, in [2] the beneficial use of such technology as
a means of visualizing abstract concepts, phenomena that are too small, large,
fast, or slow to be seen with human eyes, has been demonstrated. To summarize
the key points obtained from the examples presented, AR could enable (i) learn-
ing content in 3D, (ii) collaborative learning; (iii) learners’ senses of presence,
immediacy, and immersion, (iv) visualizing the invisible, and (v) bridging formal
and informal learning.

AR can also enhance students’ knowledge with practical skills that are diffi-
cult to obtain with the traditional learning method. The main difference is that
AR gives a new sense of learning to the students, enhancing their interest in the
topic by immersing them directly inside it, and improving spatial and psycho-
motor cognitive skills. These outcomes have been obtained from Matt Bower et
al. [3] during their research. They pointed out some of the pedagogic aspects that
AR can support: (1) constructivist learning: AR makes students more interested
in the topic and engaged on a deeper level of concepts, (2) situated learning:
AR enables to bring the real world directly inside classrooms, (3) game-based
learning: the use of a game-based interface facilitates students in learning some
specific topics, like the examples provided in [1], (4) inquiry-based learning based
on electronically gather data for future analysis. In [2,4] it is shown with a clear
table all the advantages of AR in the educational setting: learning outcomes,
pedagogical contributions, interaction, and others.

3 MR Application

3.1 Technical Specification

The concept of the application is that it should teach and guide students during
their work using the Sharebot One 3D printer [5].

The application provides to the users all the steps that must be followed to
setup and work on the machine from the turn-on to the final stop. These can be
summarized as follows:

– Axes movements: with these group of animations the user will understand
the axes motion as well as the software commands that are needed to control
that movement.

– How it works: represent the procedure needed to turn on the 3D printer and
to link it with the corresponding software.

– Procedure to print and replace PLA filament

3.2 Menu and Scenes

The overall application has been developed using the game engine software Unity,
while the 3D models representing the twin of the Sharebot One and its tools have
been designed using the CAD software Autodesk Inventor. This paper presents
the application designed for three different target device: desktop PC, tablet
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Android, and Microsoft HoloLens device. Even though the interaction mecha-
nisms are completely different among these technologies, the overall structure of
the application and the technical concepts described coincide.

The first scene highlights with a graphical interface the name of the project
and its developing partners. The second one shows some technical data about
the Sharebot One 3D printer. As can be seen in Fig. 1, these information include
the machine’s and table’s dimensions, the axes strokes, the maximum speed, the
resolution, etc. It allows students to easily move to the manufacturer website to
obtain further details if necessary. Finally, on the right side, there are a picture
of the machine and the list of its optional features. This scene is used to give a
brief presentation about the 3D printer in terms of characteristics, dimensions,
and performances.

Fig. 1. Scene with the Sharebot One’s technical data

4 Desktop and Android Tablet Version

The first version of the application has been developed with a desktop windows
PC as target device. The aim of this initial version of the application is to give
the students the possibility to understand the Sharebot One with the assistance
of an educator before directly see it and work with it in reality. This version
can be controlled by the teacher and experienced by the entire class with the
adoption of a video projector (Fig. 2 (a).

5 HoloLens R1 Version

The last version of the application was designed to be used with the Microsoft
HoloLens R1 device. It is a MR device where the 3D virtual content overlap the
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Fig. 2. First interaction with the desktop application thanks to a projector (a) and then
the Aspoc student can practice alone with the tablet (b) and the Microsoft HoloLens
R1 (c, d, e)

real environment allowing students to interact with both worlds. The interaction
mechanism relies on a completely different approach compared to the previous.
The user have to point using the head movement an element and select it by
using specific gestures, as can be observed in some photographs taken during the
evaluation phase with Aspoc students (Fig. 2 (c, d, e).

To allows students to familiarize with this method, a couple of scenes called
‘Before Starting’ and ‘360 Overview’ have been implemented.

6 Results

The application was tested and has been validated by using the System Usability
Scale (SUS). 10 Aspoc Students were asked to score the set of questions from
SUS that range from strongly agrees to strongly disagree. The SUS score is
Calculated, and the Final average score comes out to be 88.12 , which is an
excellent rating for user validation. The average score is calculated by using
interpreting scores through a google form survey. Here is the radar chart shown
for the usability test as can be seen from Fig. 3.

7 ASPOC Logo 3D Design

Students have learned the basic comands of the Inventor Sorftware in order to
create the ASPOC logo in 3D. Then they have created the G-code which is
the input for the 3D printer. Figure 4 shows the Aspoc students with the real
prototype of the ASPOC logo. In fact this product is used as a gift and can hold
a metallic ring in which it’s possible to insert few keys.

For students with intellectual disabilities or pervasive disorders, learning
through concrete experience represents an important facilitator. Theory meets
practice and makes it tangible. This also trains students to internalize the pro-
cesses of both Design and printing through an enjoyable experience that lowers
the cognitive load and allows for a fruitful learning experience.
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Fig. 3. Results.

Fig. 4. Final Step! Printig their Logo Association!

8 Conclusion

In this study, an Extended Reality applications is presented to help young stu-
dents with special needs in the laboratory activity learning process, from the
design phase through the actual printing of creations. The 3-D Printer applica-
tion has been configured to meet the needs of the students. Students’ engage-
ment and learning can be enhanced by participating actively in the classroom,
and this is especially true with laboratory activities involving specialized equip-
ment. However, in order for students to learn and test the procedure, a qualified
supervisor and a real machine are needed. This essay seeks to take a step forward
by taking into account kids with disabilities who have neurodevelopmental prob-
lems. All of the students expressed curiosity and enthusiasm for the application.
They love feeling “expert” and utilizing the same tools and machine they are
interested in. The training procedure was important to enable students use the
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software to design the logo and also to print their products using the Sharebot
3D Printer. Overall, however, all of the tools were regarded as having sufficient
usability, and it can be anticipated that they can be utilized for educating stu-
dents with disabilities in a more systematic manner. It might be interesting to
follow up to see if the skills students learned, both in using the design software
and the printer, persist over time. Observations managed through ICF check-
lists show how students improved in performance by approaching attainable
proficiency in different specific cases; this technology is recordable as a facilita-
tor from an ICF perspective and as a tool that makes learning enjoyable. In the
future, it could be interesting to make further evaluations to investigate the level
of engagement and the emotional state are given by the interaction, too.
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Abstract. This study explored the possibilities of using generative artificial intel-
ligence (GAI) for text adaptation based on a created persona, i.e., a 12-year-old
student with reading comprehension challenges caused by ADHD. The process
entailed comparing three outputs generated in three different ways: “out-of-box”
use of GAI, GAI-teacher collaboration, and teachers only. Each generated adapted
text was evaluated by another group of teachers to understand their suitability for
the persona. The results showed that the teacher-adapted text received the highest
score, followed by the “out-of-the-box” adapted text and the GAI-teacher col-
laborative text. The resulting texts utilized different adaptation methods to fit the
content towards the persona, engaging the reader, improving the structure, and
adjusting the difficulty of the text. However, GAI could be a valid option for per-
sonalized learning through text adaptation, considering the close scores between
the adapted texts. With the effective use of prompt design, we believe it could
assist teachers in adapting content and save them valuable time.

Keywords: Artificial Intelligence · AI · Generative AI · Personalized Learning ·
ADHD

1 Introduction

When OpenAI released ChatGPT in November of 2022, it opened up new opportunities
for advancements in many areas, such as education, programming, writing, and trans-
lating. Generative AI (GAI) is a type of artificial intelligence that gained worldwide
recognition after the ChatGPT phenomenon. It generates various types of content, such
as text, images, script, and audio data. One promising avenue ofGAI is in the field of edu-
cation. Possible use cases include ideation, improving writing skills, aiding creativity,
critical thinking, and adaptive learning, e.g., text adaptation.

With the proliferation of widespread and available generative tools, the educational
sector has gained access to one of the greatest advancementswithin personalized learning
as they have the capabilities to generate required content based on given inputs. Using
GAI, a teacher could easily adapt any text to each student, enabling them to learn from
texts on their own level. Previous research has shown that ChatGPT can generate a proper
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summaryof a reading comprehension text (Vázquez-Cano et al., 2023). This optimization
could point towards ChatGPT and other generative tools being useful for summarizing
texts for a specific level to support a student-centered approach instead of “one-size-
fits-all,” which assumes all students have the same learning paths and capabilities. This
possible text adaptation could also improve students’ learning potential with reading
disabilities or afflictions such as dyslexia (Michel-Villarreal et al., 2023).

AI can revolutionize pedagogical planning, paving the way for more engaging and
individualized learning experiences (Bhutoria, 2022). It could be used in several ways to
help with language studies and adaptation, as well as gain insights from large datasets to
understand the students’ learning paths and adjust study materials that can follow their
specific learning needs and interests (Bhutoria, 2022). This suggests that the potential of
AI in education is vast, and it may offer the possibility of providing tailored education
for students with various learning difficulties. As a follow-up example, GAI can be
particularly impactful for students with attention deficit hyperactivity disorder (ADHD)
by implementing somemethods and strategies, such as text-to-speech or providing visual
aids while reading (Feldt & Mekkelholt, 2020).

In Norway, adapting learning for each student is required by law, and in a Norwe-
gian context, this means to “facilitate with varied assessment forms, learning resources,
learning arenas, and learning activities such that everyone gets a satisfactory outcome
of the education.” (Utdanningsdirektoratet, 2022b). Norwegian children benefit from
individualization; however, teachers are in increasingly short supply as the last four
years have seen fewer applicants for teacher education in universities (Samordnaopptak,
2023). Although personalized learning can benefit students, it requires additional effort
and time for teachers. In a normal class, teachers need to differentiate for various chal-
lenges and levels, which could lead to the teacher being unable to adapt as much as they
would like (Lilleås, 2022). Additionally, many Norwegian teachers experience increas-
ing non-educative tasks hindering their pedagogical work (Vik & Korsmo, 2023). This
adds to the problem of students not receiving the individualization they require because
teachers lack sufficient time to adapt to the degree students need.We hypothesize that the
challenge of time deficiency when adapting texts could be solved using GAI. However,
no rigorous analysis has been conducted exploring the potential of GAI for personalized
learning.

Taken together, the primary objective of this study was to evaluate the capability of
GAI in adapting text for a specific target, 12-year-old children with special needs (i.e.,
reading comprehension challenges caused by ADHD). We assessed the performance of
“out of the box” adapted text, GAI-teacher collaborative text, and those crafted by a
committee of teachers. The “out of the box” approach refers to using general prompts
such as “Adapt the text for a 12-year-old student with reading comprehension challenges
caused by ADHD,” while the teachers provided specific and detailed instructions on
how the text should be adapted. This comparison aimed to determine whether GAI
couldmatch or surpass human-generated adaptations and gain insights into how teachers
perceive the efficacy of AI-generated text adaptations.
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2 Methods

Weconducted an exploratory study to assess the efficacy of usingGAI for text adaptation,
comparing it to texts adapted by teachers. The primary data collection method involved
interviewswith teachers acrossK-10 education levels.We created a persona representing
an example student to define our target group. The participants generated an adapted
text based on the needs of the persona, who was a student aged 12 years old with a
reading difficulty found in a normal class that fit the school level of our teacher group.
We focused onADHD, as it is a learning difficulty faced by 3–5% of Norwegian students
(Utdanningsdirektoratet, 2022a). By using this persona, teachers made their adaptations
more specific, facilitating the evaluation and scoring of the quality of the outputs. As the
baseline for the outputs, we chose a text from a national encyclopedia about sedimentary
rocks. The technical level of this text was too high for most 12-year-olds, and it was
filled with jargon, meaning that the text would have to be adapted to fit our persona. This
ensured that there would be ample opportunity for both GAI and teachers to adapt the
text, resulting in obvious differences from the original text.

The study is divided into three phases: The first phase involved a series of interviews
where we explored the challenges teachers face through personalized learning and how
they would tailor texts to students with ADHD. Through Phase 2, we generated the
three adapted texts that were later used in Phase 3. These three outputs were: “out-of-
the-box” adapted text (O1), GAI-teacher collaborative text (O2), and teacher-adapted
text (O3). In the third phase, these three outputs were presented to a different group of
teachers, unaffiliated with the first workshop, for comparison and scoring and for a short
interview to gather their perspectives around the texts. All participants in this study,
including those in the workshops and interviews, were teachers from the K-10 levels.
They all had a minimum of four years of higher education and were currently in teaching
positions at Norwegian public schools.

2.1 Data Collection Procedure

Phase 1: Exploratory Interviews on Personalized Learning
In the first phase, we aimed to explore the challenges teachers face through their work of
personalized learning to different learning difficulties. We also wanted to learn how they
adapt texts to students with ADHD. These interviews were conducted with 13 teachers
distributed across 11 different schools and revolved around teachers’ current practices
and challenges in adapting the educational process.

Phase 2: Generation of Adapted Texts
“Out-of-the-box” Adapted Text: (O1)
Creating Output 1 was a simple process using the basic version of ChatGPT 4, where a
simple prompt regarding text adaptation was given. The chosen text is in Norwegian to
align with the rest of the study, so the prompt was also written in Norwegian. We only
made one attempt and used a fresh chat, devoid of previous conversations, to ensure
that the response would indicate its general knowledge. The prompt was made to be
as simple as possible, only giving the task and the basic context. The resulting prompt
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was “Adapt this text for a 12-year-old student with reading comprehension challenges
caused by ADHD”, with the text in the next paragraph within the same message.
Workshop 1: GAI-Teacher Collaboration (O2)
In the first workshop, we aimed to generate a prompt that would effectively adapt the text
to the persona through GAI (i.e., ChatGPT 4). An important quality of the final prompt
was that it should function on various texts, and therefore, the teachers were provided
two baseline texts on which they could test their prompt; this ensured that the prompt
would properly adapt to the texts as intended. Five teachers participated in the workshop
and used 45 min to complete the process. They used an iterative method, starting with a
simple prompt, critiquing the reply, and discussing what they wanted to change before
adapting it. They iterated the process thrice before they were satisfied with the resulting
text.
Workshop 2: Teacher-Adapted Text (O3)
The purpose of the second workshop was to create a teacher-generated text. We gathered
three teachers in this workshop and tasked them to manually rewrite the original text to
fit our persona, focusing on aspects of reading comprehension, especially surrounding
adaptation towards ADHD, based on their experience in personalized learning. The
teachers spent 45 min evaluating which terms should be included; then, they carefully
placed and explained the terms in away that fit the persona. They also focused on keeping
sentences short and concise, dividing the text into multiple paragraphs to help keep their
student’s attention. Based on these three outputs, we continued to Phase 3 of the study,
where another group of teachers evaluated the outputs.

Phase 3: Teacher Evaluation of Adapted Text
This phase aimed at comparing and evaluating the texts generated in Phase 2.We engaged
16 teachers from two primary schools and one lower secondary school for the interviews.
All interviews were conducted in person. In the first part of the interview, the teachers
were given the three adapted texts to read through in a random order. After reviewing
all texts, they were asked to evaluate the quality of the texts in terms of how well each
text was adapted for the persona on a scale of 1 to 7. They were also asked to evaluate
what the adapted texts did correctly and highlight any problems encountered.

3 Results

3.1 Phase 1

Results from the first round of interviews (Phase 1) show that many teachers express a
high workload or time constraints as primary challenges when adapting education for
different reading levels. They mention the work of writing, finding, or adjusting suitable
texts as a challenge; some also mention the number of students they need to adapt as a
direct cause of their time constraints. The teachers make specific adaptations targeted at
students with ADHD. These adaptations can be broadly categorized as handling of texts
or organizational strategies. Regarding adapting texts, teachers emphasized the impor-
tance of avoiding overly lengthy texts, having a structured format, selecting engaging
texts, and ensuring that the texts are tailored to the individuals’ skill level. On an organi-
zational level, there were some differences between elementary and middle schools. In
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elementary schools, teachers focused on station-teaching for variety’s sake and having
short breaks to reset students’ focus. In middle schools, adaptations were more specific:
focusing on group work to increase engagement and understanding, ensuring the tasks
were understood, systematic work, and following up closely with students.

3.2 Phase 2

We observed that all the resulting texts from Phase 2 were very different regarding
structure, reading difficulty, term explanation, and content to a lesser degree. The first
adapted text (O1)was generatedwith a simple prompt given toChatGPT4. This text used
metaphors and language akin to a student’s adventure, referencing building a sandcastle
and playingwith glue and glitter. Difficult termswere completely removed, and the text’s
difficulty level was greatly reduced. Structurally, it was divided into three paragraphs,
compared to the two paragraphs from the original text, and did not include any headers.

O2 was generated by the prompt created in the second workshop through GAI-
teacher collaboration: “Simplify this text by using simpler words and shorter sentences.
Divide the text into several paragraphs with subheadings.” (translated fromNorwegian).
The generated text relied almost solely on structure and short paragraphs. The text was
divided into four sectionswith accompanying subheadings. The text’s difficulty levelwas
high as there were many advanced terms without proper explanation, such as non-clastic
and metamorphic. The text kept more of the original content than the others.

O3, created by teachers, had a few difficult terms removed, and the remaining terms
were well explained. The text’s language was greatly simplified and structured into
several free-standing sentences and short paragraphs with only one header. Additionally,
some of the content from the original text was removed.

3.3 Phase 3

In this phase, we tasked 16 teachers with scoring the three output texts. The results
showed that O3 (teacher-adapted text) received an average score of 4.8 (SD = 0.92),
followed by O1, the “out-of-the-box” adapted text, (M = 4.7, SD = 1.40) and O2, the
GAI-teacher collaborative text, (M = 4.1, SD = 1.45).

O3was themost consistently scored text, and teachers appreciated its short sentences
and good structure (n = 6, 37.5%), good explanations for terms (n = 6, 37.5%), and
being more to the point than the other texts (n= 3, 19%), with one saying, “It is easy to
understand this text, the explanations are good, and the connections between them are
good.” However, some teachers (n = 4, 25%) thought it was too stiff and boring, with
one summing it up with: “Might not be so fun to read.”

O1 was praised for being good at relating to the persona and creating interest (n =
8, 50%), as well as for using vivid comparisons to explain the texts’ themes (n = 6,
37.5%), with one saying: “It has good descriptions, I envisioned building the sandcastle
as I read the text.” However, it was mentioned that the text was poorly structured (n =
8, 50%), would have benefited from having more relevant terms or academic content (n
= 5, 31%), and was a bit childish (n = 2, 12.5%).

O2’s most mentioned strength was its structure (n = 11, 69%), with one explaining
that “I would have written this text myself; I really like the structure and that there are
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many small paragraphs.” Where O2 falls short is in its language and explanations (n
= 13, 81%). A teacher claimed that students would give up when reading the text by
saying, “There were a lot of difficult words, a 12-year-old wouldn’t understand this, and
they would give up before they started reading.”

4 Discussion and Conclusion

Adapting educational content for individual students is a time-consuming and compli-
cated process. Through our interviews, we found high workload and time constraints
to be the main challenges the teachers face when adapting content for different reading
levels. This result aligns with previous research (e.g., Pedersen et al., 2022; Nerem et al.,
2024), where teachers expressed being overwhelmed with work and insufficient time
to provide their students with the best learning. Our findings also paint a picture of the
complex work of personalizing learning for students, both when adapting text and when
planning the organization of a class. Together these findings corroborate the claim that
teachers need a solution to be able to support their work with personalized learning.

The teachers’ opinions on how to adapt texts for students with ADHD were in line
with suggestions from Phalke and Shrivastava (2022): improving the structure, engaging
the reader, and adjusting the difficulty of the text. We observed that each of the generated
texts in our study added extra focus on one or more of these: O1 focused on engaging the
reader as well as adjusting the difficulty, O2 prioritized improving the structure, and O3
emphasized adjusting the difficulty of the text, especially through length of sentences
and careful consideration of terms.

The teacher-adapted text (O3) received the highest score, followed closely by the
“out-of-the-box” adapted text (O1). Both texts focused on simplifying the content to
a large degree but in different ways. O3 included less difficult terms and had simple
explanations, whereas O1 used metaphors and simple language. Additionally, O1 had
more variance in the teachers’ opinions, either evaluated as very good or bad, whereasO3
was consistently scored as adequate or better. The GAI-teacher collaborative text (O2)
received the lowest score and had a similar variance in the score as O1. One significant
difference compared toO1was the prompt. InO1, the prompt instructedGAI to adapt the
original text to a student with ADHD. O2’s prompt did not mention ADHD but instead
contained instructions to simplify the language and structure the text. This focus on
structure could cause overfitting in the prompt, and the instructions for simplifying the
text could be too ambiguous and lack context. Both of these are mentioned as potential
pitfalls of prompt engineering by Giray (2023), resulting in GAI being too focused on
structure in the adaptation. The GAI-teacher generated text (O2) was well-structured,
as agreed by most teachers, but the information in the text was not as well-liked as
O1 and O3, with several comments mentioning its complicated language and lackluster
explanations.

We initially expected the GAI-teacher collaborative text to outperform “out-of-the-
box” adapted text. However, proper prompt use has crucial effects on the quality of
outputs. In our study, teachers’ lack of experience using AI to generate adaptive content
may have affected the results. An additional factor might have been insufficient time
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to test and develop the prompt. This could easily be mitigated by providing more in-
depth education on the effective use of prompts for teachers, and a more detailed and
well-made prompt could have shifted the scores in O2s favor.

Time is an important factor for overworked teachers. In the workshop, they spent
45 min to make the adapted text. The teachers in the second workshop spent the same
amount of timemaking a generalized prompt and generating the text. The difference here
lies in the next adaptations, where teachers would have to spend a significant amount of
time to adapt it. GAI could reuse the same prompt and generate the text within a minute.
The teacher-written text could be slightly better, but following the close scores found
in this study, it is a tempting proposition to save time, highlighting a great advantage of
GAI-assisted personalized learning.

Comparing the two GAI-generated texts, we observe that they each excel at one
aspect of adaptation, language simplification, and text structuring. This suggests that a
more optimized prompt could have succeeded at implementing both of these changes
to a tailored text, resulting in an overall more suitable text for the target student. In
combinationwith the “out-of-the-box” text already being capable of challenging teacher-
written texts, this shows that GAI-generated texts have the potential to save teachers a
significant amount of time by being an alternative to manually adapting texts, and the
technology could feasibly be taken further by working on prompt design. The scope of
this study was to explore whether GAI can automate the process of adapting texts by
gauging teacher’s opinions. Results are promising, but future research should investigate
how improved prompt design could assist teachers in text adaptation for individual
students and testing the effectiveness of AI-based text adaptation on students.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. This paper presents and summarizes nine Special Thematic Session
(STS) papers focusing on navigational assistive technologies for persons with
disabilities, particularly for blind and visually impaired (BVI) individuals. The
selected papers cover a wide range of topics, including step length estimation, uti-
lization of technology in orientation andmobility (O&M), thermal-tactile biofeed-
back, ICT trends in extraocular muscle prosthesis implants, sound-based naviga-
tion, indoorwayfinding applications, digital tools for navigation training,AI-based
sensor orientation correction, and accessible wayfinding tools. Along with sum-
marizing their approaches and key findings, this paper touches on the common
methods, themes, and emerging trends across the papers.

Keywords: People with Disabilities · Visual Impairment · Navigation ·
Wayfinding ·Mobility · Assistive Technologies

1 Introduction

According to statistics from the World Health Organization, approximately one-sixth
of the global population is blind or visually impaired (BVI), and this number is on a
significant upward trend [1]. Like anyone else, BVI individuals may require some assis-
tance with everyday tasks such as exploring unfamiliar areas. Mobility is one important
aspect of independent life. Yet for BVI individuals, travelling and navigating alone,
whether indoors or outdoors, can present significant challenges. Traditional methods
such as guide dogs and white canes offer only partial support for independent mobil-
ity. In recent decades, technological advancements have vastly expanded the range of
solutions available [2]. Technologies like GPS, smartphone and Artificial Intelligence
(AI) systems are revolutionizing wayfinding and safe navigation for BVI individuals,
providing increasingly convenient and accurate solutions.

The papers presented in this session touch on a broad array of approaches. Two
papers [4, 6] present overviews of existing digital solutions and emerging trends. Others
present findings from user surveys, evaluations, and prototype testing. Built-in smart-
phone sensors are featured in two papers [3, 8]. The adaptability and accuracy offered
by AI- and machine learning-based systems is also explored in 2 papers [3, 10]. Another
shared theme is the integration of technology in orientation and mobility training, which
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is emphasized in three papers [4, 9, 10]. Paper 9 addresses indoor wayfinding for a public
museum setting, while [5] and [7] present solutions based on thermal-tactile biofeedback
and sound to aid the user in navigation.

Notably, user-centric approaches feature prominently across the papers. Themajority
of authors explicitly emphasize the importance of considering user needs and preferences
in the design and evaluation of orientation and mobility solutions.

2 Session Papers

The paper by Elyasi andManduchi, entitled “Step Length Estimation for BlindWalkers”
[3], focuses on step length estimation for blind walkers using inertial sensing, essential
for indoor wayfinding where GPS isn’t viable. Utilizing data from smartphone sensors,
particularly accelerometers and gyroscopes, algorithms estimate location based on step
count and length. However, maintaining a constant step length is challenging, especially
for blind walkers. Previous work demonstrated machine learning algorithms’ efficacy in
step length estimation for sighted individuals. This study extends this by testing a similar
algorithm on seven blind walkers. Results indicate that training the algorithm on data
from blind individuals yields better results compared to sighted individuals. The find-
ings suggest the feasibility of integrating such algorithms into inertial-based wayfinding
systems for blind individuals, enhancing their independent navigation indoors.

In their paper “Use of Technology and Applications in Orientation and Mobility
of Visually Impaired Persons in Bulgaria: A Contemporary Overview” [4], authors
Tzvetkova-Arsova and Tomova provides an overview of the utilization of technology
and applications in orientation and mobility (OM) for visually impaired individuals in
Bulgaria. They discuss the historical development of OM programs to enhance indepen-
dence for visually impaired individuals. Notable technologies include theWeWalk cane,
the Lazarillo GPS application, and the Be My Eyes volunteer assistance app, as well as
local public transportation apps. The research methodology involves distributing ques-
tionnaires to organizations and visually impaired individuals to assess the availability
and usage of these technologies. Preliminary findings suggest a range of available tech-
nologies, with some being widely used, and highlight the importance of self-teaching
and OM instructor support in learning to use these applications.

Frank and Kurschl [5] discuss the development and user survey of a prototype orien-
tation aid for BVI individuals using thermal-tactile biofeedback at the lumbar region to
prevent hazards. The prototype utilizes thermal modules to provide directional instruc-
tions and stop commands based on obstacle detection, aiming to enhance user protection
and navigation. The study involved eight BVI participants, evaluating their perception
thresholds and reactions to the thermal signals. Results indicate a reliable perception
threshold for stop commands and directional signals, but synchronization issues between
camera tracking and biofeedback were identified as major causes for collisions. Over-
all, participants showed positive surprise regarding thermal biofeedback, but concerns
were raised about distractions and limited protection in certain scenarios, suggesting the
prototype’s potential but also highlighting areas for improvement and further research.

In “Enhancing Accessibility through ICT Trends for Extraocular Muscles Prosthesis
Implant: A Comprehensive Literature Review,” [6] authors Verma, Miesenberger and
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Priglinger provide a comprehensive literature review on ICT trends in Extraocular Mus-
cles (EOM) prosthesis implant surgeries, focusing on medical imaging, 3D modeling
algorithms, and biomedical simulators. It discusses the challenges associated with EOM
dysfunction, such as strabismus and nystagmus, and categorizes assistive technologies
into invasive and non-invasive types, with EOM prosthesis implant falling under the
invasive category. The study emphasizes the importance of precision in these surgeries
and proposes the use of biomedical simulators for diagnosis and surgical planning.
Furthermore, it highlights the need to integrate principles of Accessibility Technology
to address broader accessibility concerns and advocates for the development of medi-
cal digital twins to enhance accuracy and predictive capabilities. Through a systematic
literature review and analysis of research questions, the paper provides insights into
imaging modalities, databases, algorithms, and mathematical models relevant to EOM
issues, contributing to advancements in diagnosis, treatment, and assistive technologies
for strabismus patients.

The paper by Erdenesambuu et al. [7] addresses the challenges faced by visually
impaired individuals in navigating their environments independently due to the reliance
on visual information in urban infrastructure. While Braille blocks have been tradition-
ally used as a tactile aid, they offer limited information and may not be suitable in all
situations. To overcome these limitations, the study proposes an accessible navigation
system that utilizes sound effects and voice guidance to convey information effectively.
By leveraging the superior auditory discrimination abilities of visually impaired indi-
viduals, the system aims to provide accurate and efficient route guidance. A walking
simulator was developed to evaluate the proposed method, and experiments with visu-
ally impaired participants indicated that audio beacons based on sound effects may offer
better accuracy in route understanding compared to traditional voice guidance. How-
ever, both methods were found to have similar usability within the study’s scope. Future
research aims to evaluate the proposed audio beacon under more realistic conditions to
further enhance navigation assistance for visually impaired individuals.

Das and Hong’s paper “FindMyWay: Toward Developing an Accessible Wayfinding
Application for Visually Impaired in an Indoor Space” [8] introduces an iOS application
designed to assist visually impaired individuals with indoor wayfinding using bluetooth
low-energy beacons. Traditional wayfinding methods face challenges indoors due to
the limitations of GPS signals, prompting the exploration of alternative technologies.
FindMyWay employs a zone-based proximity approach and parallel processing through
multithreading to improve localization accuracy and navigation performance. Testing
scenarios, including exploration of points of interest and navigation across multiple
floors, demonstrate the app’s functionality and effectiveness. The study concludes that
FindMyWay shows promise in addressing indoor wayfinding challenges for the visually
impaired, with plans for further usability testing with visually impaired users.

Façanha et al. [9] introduce innovative digital tools aimed at enhancing OM train-
ing for blind individuals. The proposed system includes a web-based map editor and a
mobile application that creates audio-haptic OM training environments. Through exten-
sive evaluation involving human-computer interaction specialists, OM instructors, and
PWB, the system’s effectiveness in improving navigation skills is demonstrated. Feed-
back from users highlights the potential of these tools in promoting learner autonomy
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and independence by enabling customized training experiences tailored to individual
needs. The study underscores the significance of further refinement to enhance user
interface intuitiveness and audio-haptic feedback accuracy, emphasizing the importance
of ongoing research and development in empowering PWB in navigation and spatial
awareness.

The paper “AnAI-based System for Predicting andCorrecting the Sensor-orientation
of an Electronic Travel Aid during use by a Visually Challenged Person,” [10] by G.
Singh et al., introduces an AI-based system designed to predict and correct sensor orien-
tation in electronic travel aids used by visually impaired individuals. The system aims to
reduce dependence on trainers and facilitate self-learning by continuously detecting and
guiding users to correct sensor orientation through audio-vibratory feedback.Byutilizing
an embedded computing unit mounted on a cane equipped with an inertial measurement
device, the system trains a neural network to predict orientation based on velocity and
acceleration data. The neural network models, including LSTM and transformer archi-
tectures, are deployed on the device for real-time operation. Through self-supervised
training data generation and on-device implementation, the system achieves accurate
predictions and successful orientation correction. Evaluation results demonstrate high
accuracy and real-time performance of the neural networks, indicating the system’s
potential to enhance mobility for visually impaired individuals.

Finally, Erdemli and Collins’ paper “Accessible Wayfinding Tool” [11] discusses
the co-design of an accessible wayfinding tool for public museums. It reviews existing
wayfinding tools used by BVI folks, assessing their accessibility features. The study
proposes a novel accessible wayfinding tool and outlines the methodology for evaluating
its effectiveness through questionnaires, interviews, and collaborative discussions with
BVI participants and specialists. Findings indicate interest among BVI individuals in
using directional cues and audio descriptions to improve map accessibility, with plans
to evaluate the tool with 10 BVI participants. The study underscores the importance
of addressing issues such as screen reader support, visual hints, audio descriptions, and
scalingmethods to enhance overall accessibility forBVI individuals in digitalwayfinding
experiences.

3 Conclusion

There has been rapid development on the topic of autonomous mobility for BVI indi-
viduals and others with disabilities. Overall, future research in this area should focus
on integrating emerging technologies, such as machine learning, AI, and augmented
reality, to develop more effective and user-friendly solutions for enhancing the mobility
and independence of BVI individuals in different environments, both indoors and out-
doors. Additionally, collaboration between researchers, developers, OM specialists, and
visually impaired individuals is crucial for ensuring that the developed solutions meet
the real-world needs of the users.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. Wayfinding systems using inertial data recorded from a
smartphone carried by the walker have great potential for increasing
mobility independence of blind pedestrians. Pedestrian dead-reckoning
(PDR) algorithms for localization require estimation of the step length
of the walker. Prior work has shown that step length can be reliably pre-
dicted by processing the inertial data recorded by the smartphone with
a simple machine learning algorithm. However, this prior work only con-
sidered sighted walkers, whose gait may be different from that of blind
walkers using a long cane or a dog guide. In this work, we show that
a step length estimation network trained on data from sighted walkers
performs poorly when tested on blind walkers, and that retraining with
data from blind walkers can dramatically increase the accuracy of step
length prediction.

Keywords: Wayfinding · Odometry · Navigation · Pedestrian Dead
Reckoning

1 Introduction

Independent wayfinding can be challenging for people who are blind. While GPS
localization can be very helpful in outdoor environments, GPS cannot be used
inside buildings, and thus different mechanisms for localization and wayfinding
need to be relied upon. In this work we focus on inertial sensing for localiza-
tion. Inertial sensors (accelerometers and gyros) are contained in any standard
smartphone. Data from these sensors can be used by pedestrian dead-reckoning
(PDR) algorithms to estimate the user’s location given a known starting point.
One important advantage of inertial navigation is that it doesn’t require an
external infrastructure, as is the case, for example, for wayfinding systems based
on Bluetooth Low Energy (BLE) beacons. Compared to vision-based systems,
inertial sensing has the advantage that it does not require the user to hold the
smartphone such that the camera gets a clear view of the environment. Users
can conveniently keep their smartphone in their pocket, and be tracked by the
system as they move around.

Standard PDR algorithms use inertial data to count the number of steps
taken by the user, and to determine the walking direction. By multiplying the
number of steps by each step’s length, the distance traversed in a certain period of
time can be determined. This approach, however, assumes that the length of each
step be known in advance. This requires a prior calibration phase, during which
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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the “natural” step length of the user is computed. However, even after calibration,
it is quite possible that the user may not maintain a constant step length. For
example, walkers may take shorter steps when they are unsure of where they
are going, or when negotiating an obstacle. In these cases, the odometry system
would make localization errors and consequently provide wrong directions.

In prior work [4], Elyasi et al. presented a machine learning algorithm to
estimate the length of each step taken by a walker, based on the same inertial
data that is used by the smartphone-based PDR algorithm. This algorithm,
which employs an LSTM recurrent network, was originally tested on sighted
walkers, and was shown to produce rather accurate results. In this contribution,
we present a study in which tested a similar algorithm on 7 blind walkers (5
using a long cane and 2 using a dog guide). Note that the gait of a blind walker
using a cane is typically different from that of a sighted walker, and it is also
different from that of walkers using a dog guide. It is thus important that the
step length prediction system be tested with data from walkers from the same
communities the wayfinding is designed for.

2 State of the Art

Inertial-based wayfinding systems for blind travelers were described in [1,12]. In
particular, [1] proposed online estimation of step length in the context of Par-
ticle Filtering. Traditional methods for step length estimation were based, for
example, on the relationship between the step length and the difference of max
and min values of the vertical acceleration within the step [15]. Other methods
used the magnitude of acceleration [7] or its local variance [9]. [3,11] used a
combination of the user’s step frequency and height. More recent approaches are
based on machine learning. For example [6] used stacked autoencoders to learn
valuable features from accelerometer and gyro data through stacked autoen-
coders, while [16] used deep belief networks. StepNet [8] uses a combination of
high-level features with a convolutional neural network (CNN)-based. Wand et
al. [14], used a combination of LSTM and autoencoder model. Elyasi et al. fed
data from accelerometer and gyro to an LSTM followed by a fully convolutional
layer.

3 Methodology

Our goal was to verify whether the algorithm of [4], applied to inertial data from
a smartphone carried by blind users, could produce reliable step length mea-
surements for our blind participants. This algorithm proceeds as follows. First,
the recorded time series of inertial data is segmented into “steps”, defined as the
interval of time between two consecutive heel strikes from opposite feet. Heel
strikes where computed using the algorithm of [10]. Then, from the data within
a step period, a step length is inferred using an LSTM-based algorithm. This
network was trained using ground-truth data recorded from foot-mounted sen-
sors (Xsens DOT IMU packages, each tied to either shoe using an elastic band).
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As well known [5], zero-velocity updates can be applied to data from foot-level
sensors for precise dead-reckoning. We applied the ZUPT algorithm [5], along
with HDR correction [2] to reduce gyro drift, to the data from the foot sensors
to reconstruct the trajectory of the users’ motion. From this, we computed the
ground-truth length of each step, which was used in the loss function considered
when training the step length measurement network from smartphone data. For
more details, please refer to [4].

We recruited seven blind participants for this test (4 female, 3 male). Two
participants (P1 and P7) used a dog guide, while the others used a long cane. The
participants’ ages raged from 53 to 76. Each participant walked with an iPhone
12, which was used to record inertial data. tucked in a pants pocket. In addition,
they were equipped with the two foot sensors mentioned earlier. Each participant
walked for 292m through the corridors of a building. While walking, they kept
the data-collecting iPhone in their back pocket. The histogram of ground-truth
recorded step lengths is shown in Fig. 1, together with the histogram of step
lengths recorded in the experiment with sighted participants described in [4].

Fig. 1. Distribution of stride lengths for all blind participants in our study (orange
bars), shown alongside the stride length distribution for the data set of sighted partic-
ipants in [4] (purple bars). (Color figure online)

We considered four different training modalities for training the LSTM algo-
rithm of [4]:
– Train on Sighted (TS): In this modality, we used the original model of [4],

which was trained on data from sighted walkers, and tested it on the data
collected from all 7 blind participants.

– Train in Community (TC): In this case, each walker using a long cane was
tested with a system trained from all the 6 other walkers long cane users.
Likewise, each walker with a dog guide was tested with a system trained on
data from the other dog guide user.

– Train on Blind (TB): Each blind participant was tested with a system trained
on data from all other blind participants (regardless of whether they used a
long cane or a dog guide).
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– Train on All (TA): Each blind participant was tested with a system trained
on all sighted participants, as well as all other blind participants.

Note that TC, TB and TA use the “leave-one-person-out modality”. In all
cases, data from a certain walker was never used for training the network tested
on that user.

4 Results

We processed the data recorded from the participants’ iPhone to estimate each
individual step length, then compared the results with the ground-truth step
lengths from the foot-level sensors. Figures 2 and 3 show examples of estimated
step lengths plotted against their ground-truth values for different training
modalities. In these plots, the red line represents the locus of zero error esti-
mations.

(a): P1,TS : GD (Esr =0 .355) (b): P1,TC : GD (Esr =0 .15)

(c): P1,TA : GD (Esr =0 .15) (d): P1,TB : GD (Esr =0 .09)

Fig. 2. Examples of step length prediction for P1 (a dog guide user) for different Train-
ing/Test modalities, plotted against their ground truth values. (Color figure online)

To quantify the step length errors (difference between estimated and ground
truth values), we e used the error metrics defined in [4], which are summarized
in the following.
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(a): P3,TS : LC (Esr =0 .19) (b): P3,TC : LC (Esr =0 .10)

(c): P3,TA : LC (Esr =0 .11) (d): P3,TB : LC (Esr =0 .11)

Fig. 3. Examples of step length prediction for P3 (a long cane user) for different Train-
ing/Test modalities, plotted against their ground truth values. (Color figure online)
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of the set of ground truth step lengths {l̂i}.
In these formulas, l̂i represents the ground truth length of the i-th step in

the test set for a certain participant, while li is the step length predicted by
the LSTM system. Ed is the relative distance error, which is an appropriate
measure for long paths where step-to-step error fluctuations tend to cancel out.
Es represents the average absolute error at each step. Esr normalizes errors with
the ground truth step length. R2 (often called “coefficient of determination”) is a
number that is equal to 1 only in case of zero error, and is less than 1 otherwise.
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A negative R2 means that the prediction {li} gives a worse RMSE than using a
constant value equal to the average step length.

The average errors are reported in Table 1 for the participants using a long
cane, and in Table 2 for the participants using a dog guide.

Table 1. Error metrics computed for all Training/Test modalities for long cane users.

Ed Es (m) Esr R2

TS 0.14± 0.10 0.09± 0.03 0.29± 0.11 −0.95± 0.96

TC 0.02± 0.01 0.05± 0.01 0.14± 0.03 0.48± 0.08

TB 0.03± 0.02 0.05± 0.01 0.14± 0.03 0.43± 0.12

TA 0.02± 0.01 0.05± 0.01 0.15± 0.03 0.44± 0.03

Table 2. Error metrics computed for all Training/Test modalities for guide dog users.

Ed Es (m) Esr R2

TS 0.19± 0.18 0.14± 0.01 0.353± 0.03 −3.79± 4.64

TC 0.18± 0.10 0.11± 0.07 0.23± 0.11 −0.75± 0.03

TB 0.07± 0.10 0.07± 0.04 0.15± 0.08 0.25± 0.07

TA 0.07± 0.08 0.07± 0.01 0.17± 0.02 −0.22± 0.94

5 Discussion

The main goal of this test was to evaluate whether a step length measurement
system trained on sighted walkers would work well for blind walkers using a long
cane or a dog guide, or retraining was in order. We hypothesized that the gait
of blind walkers could be different from that of sighted walkers, motivating our
research question. The results presented in Tables 1 and 2 show that the largest
errors were observed when the network was trained with sighted walkers, while
better values were obtained when data from blind walkers were included in the
training set. Indeed, when the system was trained solely with data from sighted
users, the value of R2 was negative for both long cane and dog guide users,
meaning that using a constant value equal to the average step length for each
user would give a lower mean square error than using the prediction from the
system. This can also be seen qualitatively in Fig. 2 (a) and Fig. 3 (a), which
show a large spread of step length predictions for the same ground-truth value.

We note that for dog guide users, the TC modality resulted in a negative
value for R2. This is likely because in this case the system was only trained with
data from only one other user (since there were only two dog guide users in our
set of participants). The best results are obtained with the TB modality, where
for each participant, data from all other blind participants was considered.
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6 Conclusions

Step length estimation is a critical component of a PDR system used for local-
ization and wayfinding in indoor environments. Prior work showed the feasibility
of recurrent neural networks for step length estimation from inertial data. How-
ever, this algorithm was only tested with sighted walkers. Our study has shown
that, with proper training, a similar architecture can be used successfully for
blind walkers, and can thus be integrated in a complete inertial-based wayfind-
ing system. In future work, we will integrate a properly trained step length
measurement system in the indoor wayfinding and backtracking app described
in [13].
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Abstract. This paper examines for the first time in Bulgaria the use and popular-
ity of some technological solutions and applications for orientation and mobility
purposes among five special organizations for visually impaired in three differ-
ent cities and 41 direct participants – students, clients or members of the same
five organizations. The paper attempts to offer an overview of the participants’
knowledge and direct use of technological devices and applications in Bulgaria.

Keywords: orientation and mobility · visually impaired · technologies

1 Introduction

In 1948Lowenfeld [1]wrote that visual loss can be associatedwith threemain limitations
(published in selected papers in 1981):1. In the control of the environment and the self
in relation to it; 2. In the ability to get about; 3. In the range and variety of concepts.
To solve some of these limitations the special program of Orientation and Mobility
(O&M) was developed. Orientation is defined by many researchers [2–4]. Pick (1987)
states that orientation is “knowing where objects are in relation to each other and in
relation to ourselves” (p. 80) [5]. Mobility is “the capacity or facility of movement,
has two components. One is mental orientation and the other is physical locomotion…”
(p.1) [6]. In time Orientation and Mobility became a key area of the education and the
rehabilitation of the visually impaired individuals of all ages.

2 State of the Art

Alongwith the classical teaching of the techniques of the sighted guide, of thewhite cane
and of moving alone, the Orientation andMobility includes recently the implementation
of new modern devices and applications [7]. Four O&M systems are described: human
guide, canes, dog guides and electronic travel aids (ETA) (p. 241) [7]. The last are devices
that “emit energy waves to detect the environment within a certain range or distance,
process reflected information about the immediate environment in an intelligible and
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useful manner (p. 250) [7]. The ETAs are divided into 2 main groups: primary (laser
cane, Ultra cane etc.) and secondary (Sonicguide, Mini guide etc.) [7]. In addition,
many applications were developed recently to be used on smartphones, iPads and other
portable smart devices. A large theoretical overview of different technological solutions
available for O&M purposes was made [8], dividing them into such appropriate for
children and adults. In addition, research was done in regard with publications in the
field of technology andO&M.A recent study [9] found a total of 2241 studies in this area
in selected database. Our online search of internationally known devices and applications
in the O&M, showed many popular solutions, e.g.:

• WeWalk cane is a smart cane that can detect obstacles and provide navigation by using
ultrasound. A navigation feature is built, which by using clock directions, provides
destination tracking through automatic voice about nearby places, transport stops and
timetables. It works with application available for IOS and Android (https://wewalk.
io/en/).

• Lazarillo is accessible GPS application for visually impaired people to explore the
environment and to create routes with audio guidance. It provides real time mes-
sages in audio format and alerts while navigating (https://lazarillo.app). It works with
application available for IOS and Android. Thanks to an official permission by the
producing company, it was translated into Bulgarian language, optimized and intro-
duced for free use in Bulgaria (https://play.google.com/store/apps/details?id=com.
lazarillo).

• Be My Eyes connects visually impaired people with sighted volunteers who provide
virtual assistance through a live video call. It is available in 180 languages. It works
with application available for IOS and Android (https://www.bemyeyes.com/).

• Moovit is a popularmobile application designed to assist users with public transporta-
tion navigation. The application provides real-time public transport information, trip
planning, and service alerts for buses, trains, subways etc. The Moovit app was one
of Apple’s Best Apps for 2017 (https://moovit.com/about-us/).

• BlindSquare is the world’s most widely used accessible GPS-application devel-
oped for the blind, deafblind, and partially sighted. It is available in Bulgarian
language. After determining the location, BlindSquare gathers information about
the surroundings on Foursquare and OpenStreetMap (https://www.blindsquare.com/
about/).

• DotWalker is a travel assistant application primarily designed for visually impaired
users but it also enables eyes free control for those who need it. It provides nav-
igation by handling a set of discrete points. Each point can be approached using
several modes of control (selected point, nearest point, point on route) (https://play.
google.com/store/apps/details?id=cz.lido.dotwalker&hl=en_US&pli=1). This appli-
cation was additionally optimized to meet the needs of visually impaired users in
Bulgaria. In 2017 the daily rehabilitation center ‘Svetlina’ in Sofia added files of the
public stops in the capital city Sofia and of the railway stations in the whole country.

• In addition we included in the list a nationally developed application named Sofbus
24, for navigation within the capital Sofia. It is fully integrated and synchronized with
the website for urban mobility of Sofia, but can be used on Androids only (https://
play.google.com/store/apps/details?id=bg.znestorov.sofbus24.main&pli=1).

https://wewalk.io/en/
https://wewalk.io/en/
https://lazarillo.app
https://play.google.com/store/apps/details%3Fid%3Dcom.lazarillo
https://play.google.com/store/apps/details%3Fid%3Dcom.lazarillo
https://www.bemyeyes.com/
https://moovit.com/about-us/
https://www.blindsquare.com/about/
https://www.blindsquare.com/about/
https://play.google.com/store/apps/details%3Fid%3Dcz.lido.dotwalker%26hl%3Den_US%26pli%3D1
https://play.google.com/store/apps/details%3Fid%3Dcz.lido.dotwalker%26hl%3Den_US%26pli%3D1
https://play.google.com/store/apps/details%3Fid%3Dbg.znestorov.sofbus24.main%26pli%3D1
https://play.google.com/store/apps/details%3Fid%3Dbg.znestorov.sofbus24.main%26pli%3D1
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3 Methodology

The research was carried out in two phases:

1. First Questionnaire containing 4 questions was distributed to the CEOs of the five
biggest special organizations for visually impaired in Bulgaria - 5 persons in total
- in order to establish what technological devices and applications are known and
used for Orientation and Mobility purposes in order these devices and applications to
be later included in the second Questionnaire. The five organizations were: the two
special schools for visually impaired in Sofia and in Varna, the Union of the Blind in
Bulgaria; two rehabilitation centers for adults blind – one of daily type in the capital
Sofia and the National rehabilitation center for Blind situated in the city of Plovdiv.

2. Second Questionnaire containing 11 questions was distributed to visually impaired
persons from the same 5 organizations, who may be users of one or more of the
technological devices and applications reported in the first questionnaire –students
and adults. We were also somehow provoked by a study [10] which reported that
technology use was among the least needed skills according to the participants in their
research. The two questionnaires were developed with Google form and distributed to
theCEOsof 5 organizations (Questionnaire 1) and to 41 visually impaired participants
(Questionnaire 2) in an anonymous way, without requiring personal data, except of
belonging to an organization. The research took place December 2023 –March 2024.

4 Analysis of the Results

4.1 Analysis of the Answers from Questionnaire 1

Questionnaire 1was directed towards the CEOs of 5 special organizations where individ-
uals with visual impairments were trained or received support. We collected information
from 5 people, representing each of the institutions listed above.

Figure 1 shows that the respondents indicated that all applications and technolo-
gies were available except for BlindSquare. Five respondents (71.4%) mentioned the
availability of DotWalker and Lazarillo, four (57.1%) noted the availability of WeWalk
cane, Sofbus 24, and Moovit. Be My Eyes was marked as available by three respon-
dents (42.9%), while two respondents (28.6%) included Google Maps. In addition, two
individuals mentioned other apps such as Google Maps.

Question 3 in the first Questionnaire was open-ended and attempted to collect
answers about other, not included in the list technologies and applications. The five
CEOs did not provide any answers. Figure 2 shows the multiple answers about the avail-
ability and usage of the applications and new technologies. According to them leading in
use were Lazarillo andWeWalk cane (57.1%). Three individuals (42,9%) indicated Dot-
Walker, BeMyEyes, Sofbus24, and the usage of awhite cane or a sighted guide, followed
by Google Maps – 2 (28.6%). Only one person mentions Moovit (14.3%). Logically,
BlindSquare was not mentioned as it was not available within the organizations.
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Sofbus 24
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Moovit
BlindSquare

DotWalker

Google maps

Question 2.Which of the following new
applications or technologies related to
orientation and mobility of visually
impaired do you HAVE in your
organization?

57,1%; 4
71,4%; 5

57,1%; 4
42,9%; 3

57,1%; 4
0,0%; 0

71,4%; 5
0,0%; 0
28,6%; 2

Not available - we only use
white cane/sighted guide

Fig. 1. Distribution based on the availability of new technologies and applications
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Question 4. Which of the following new 
applications or technologies do you USE
in the orientation and mobility training of 
students/students in your organization?

57,1%; 4
57,1%; 4

42,9%; 3
42,9%; 3

14,3%; 1
0,0%; 0

42,9%; 3
42,9%; 3

28,6%; 2
Not available - we only use
white cane/sighted guide

Fig. 2. Distribution based on the usage of new technologies and applications

4.2 Analysis of the Answers from Questionnaire 2

41 visually impaired individuals participated: from the Union of the Blind - 14 (34%),
from Center for Social Rehabilitation and Integration “Svetlina” in Sofia - 11 (27%), the
Special school for visually impaired “Louis Braille” in Sofia – 7 (17%), 5 from Special
school for visually impaired “Prof. Dr. Ivan Shishmanov” in Varna– (12%) and 4 from
the National Center for the Rehabilitation of the Blind in Plovdiv (10%).
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Question 2. Which of the following new 
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Not available - we only use
white cane/sighted guide

Fig. 3. Use of new technologies and applications from visually impaired persons

The results of the use of new technologies and applications among visually impaired
users were particularly interesting andmultiple answers were provided, evident in Fig. 3.
Leading in usage were Lazarillo – by 19 participants (46.3%) and Moovit – by 18
(43.9%). Sofbus24 was used by 15 people (36.6%), while DotWalker was actively used
by 14 individuals (34.1%), and Be My Eyes was noted by 13 (31.7%). The BlindSquare
application was used by 1 individual (2,4%), as well as WeWalk cane (2.4%). Nine
respondents (22%) indicated that they used mainly the techniques of the white cane and
a sighted guide. Under “other applications” the Envision was pointed out by 2 persons
(4.9%), Seeing eye for Apple by 2 (4.9%) and Orcam by 1 individual (2,4%).

Regarding the purposes forwhich technologies and appswere used,multiple answers
were provided.Work duties – 26 persons (63.4%) and everyday activities – 24 individuals
(58,52%) predominated. Fifteen respondents (36.6%) most commonly used them for
shopping, and14 (34,1%) applied them in the learning process.Oneuser (2,4%) indicated
public transport use, one (2,4%) indicated mobility purpose and one respondent (2,4%)
noted he/she did not use any technologies or apps.

When asked about who taught them to use the mentioned technologies and applica-
tions, multiple answers were provided, shown in Fig. 4. 22 persons (53.7%) responded
that they learned how them by themselves. For 10 individuals (24.4%), part of the train-
ing came by an O&M instructor, 13 (31.7%) received support by friends. Four users
(9,8%) learned about the applications they used by an IT specialist in the center where
they were trained. One individual (2.4%) stated he/she has not received any training,
and 3participants (7,3%) were taught by a family member.

The answers to Question 5 showed that the majority of the visually impaired – 25
persons (61%)were definitely satisfiedwith the use of new technologies and applications.
Eleven individuals (26.8%) were rather satisfied. Two (4,9%) were unable to determine,
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Fig. 4. Training on the use of new technologies and applications

another 2 (4.9%) noted they were rather dissatisfied, 1 person (2,4%) stated he/she did
not use technologies.

Questions 6 and 7 were both open-ended and aimed to find out the positive char-
acteristics (depicted in question 6) and the negative features (depicted in question 7).
The positives prevail, and include the following: additional information about the envi-
ronment, support for mobility with the white cane, control over the sequence of bus
stops in transportation, information about location of nearby places, independence and
confidence in O&M, integration into daily activities. The negative features were: signal
delays, difficulties in working with the application and the need for support, inaccuracies
in navigation, the need for a good internet connection, frequent updates of information
are necessary.

To Question 8 about the practical application of the used technologies and apps in
Bulgarian conditions, 31 participants (75,6%) replied positively with YES, 4 people
(9,9%) thought that only some are applicable, 6 people (14,6%) could not tell. There
were no negative answers giving NO as reply.

As shown in Fig. 5, most of the participants reported their orientation and mobility
changed since the start of using technologies and apps. 36 people (87,8%) were fully
convinced about it, only 2 (4,9%) reported no change and 3 (7,3%) did not use them.

Regarding the accessibility of the analyzed applications, 28 persons (68.3%)
reported they were fully accessible, while 11 visually impaired (26.8%) indicated partial
accessibility, and two participants (4,9%) reported no accessibility.

The last open-ended question, attempted to reveal reasons for lack of accessibility,
if a negative answer was provided to the previous question. However, we found out a
contradiction with the answers to question 2, in which 9 people indicated not using new
technologies and apps for O&Mpurposes, and with the answers to question 3, where one
respondent noted not using technologies or apps. Here 4 participants reported lack of
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Fig. 5. Change in the quality of orientation and mobility with the use of applications

accessibility simply because they did not use technologies or apps. All other participants
(37) reported technologies or apps were fully accessible or somehow accessible.

5 Conclusion

The results showed that many technologies and applications for O&M purposes are
known, available and used among the visually impaired individuals in Bulgaria – foreign
and national. A good sign is the development and adaptation of national technologies
and apps, such as Sofbus24 and Lazarillo. Most of the visually impaired showed real
practical experience by reporting about advantages and disadvantages as well as the use
of technologies and applications in variety of cases – job purposes, education, shopping
etc. Some of the participants knew, used and named additional apps, which were not
originally included. A small number of visually impaired people relied on the classical
white cane and sighted guide techniques only. However, part of the same participants
later reported that the technologies and applications were accessible in Bulgaria, which
can be interpreted as having some knowledge about them. Most of the respondents
reported a positive change in their O&M skills after the start of using technologies
and applications. There was also criticism, such as the Internet dependency, the need
for updates with change in the environment, delays in signaling for obstacles etc. A
recommendation can be made for more time in training in the use of technologies and
apps for O&M purposes provided by schools, centers, instructors and specialists.

6 Limitations of the Research

The research included 5 special organization for visually impaired in Bulgaria from 3
different cities and 41 participants. Although these were the five biggest and mostly
known organizations, there are more special organizations. The limited number of par-
ticipants allowed to shape a picture about the surveyed topic, however more participants
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would allow a broader understanding of the use of new technologies and applications in
O&M. Another limitation is the lack of participants from inclusive settings.
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Abstract. The study investigates a specialized voice navigation system designed
for visually impaired users, enhancing voice guidance clarity and accuracy using
virtual navigation simulator from autonomous driving systems. It examines the
comprehension and proficiency of visually impaired individualswith voice-guided
systems, involving a novel voice guide model that incorporates auditory beacons
for more effective guidance. The evaluation involved seven visually impaired
participants whose feedback was crucial in assessing the system’s practicality
and efficiency. Results indicated that all participants successfully reached their
destinations using the model, showcasing a significant enhancement in navigation
aid for visually impaired users. This research contributes to assistive technologies
by offering insights into developing more effective and user-friendly navigation
systems, emphasizing the importance of user-centric design to meet the specific
needs of visually impaired individuals.

Keywords: Visual Impairments · Smartphone Navigation Apps · Enhanced
Mobility · Audio Beacons · Orientation and Mobility

1 Introduction

Navigating through everyday environments poses a significant challenge for individuals
with visual impairments owing to the inherent design of these spaces, which predom-
inantly cater to those who rely on visual cues [1]. Common urban elements such as
roadways, signage, and traffic signals predominantly use visual symbols, letters, and col-
ors, rendering them inaccessible to the visually impaired population [2]. This reliance on
visual navigation aids significantly hinders the autonomousmobility of visually impaired
individuals and necessitates alternative solutions to foster their independence.

Among the various available aids, tactile paving, commonly known as tagtaile roads,
plays a crucial role in assisting visually impaired individuals in navigating public spaces.
These tactile surfaces provide essential navigational cues, such as indicating when to
proceed straight, turn, and halt. However, the scope of information conveyed by braille
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blocks is confined to immediate navigational decisions, leaving a gap in spatial awareness
regarding broader environmental contexts, such as addresses and surrounding landmarks.
The limitations of tactile paving are further exacerbated by crowded or adverse weather
conditions, where maintaining a continuous path on these blocks is challenging or even
impossible.Consequently, themobility of visually impaired individuals is often restricted
to familiar routes, or necessitates the assistance of sighted guides, which significantly
affects their independence [2]. To address these challenges, this study focused on the
development of an advanced navigation system tailored to the visually impaired.

The evolution of navigation aids has undergone a significant transition from the
initial global positioning system-based devices introduced in the 1980 s, followed by the
development of portable devices that could fit into a pocket in 2000, to the integration
of sophisticated navigation capabilities into smartphones in the 2010 s. Despite these
advancements, the current systems fail to provide the level of autonomy and ease of
navigation desired by visually impaired users. In 2018, a notable breakthrough was
achieved with the introduction of a smartphone application that leveraged the camera
of a device to provide detailed auditory information regarding the surroundings of a
user, thereby enhancing their understanding of the environment [3]. Consequently, users
can obtain more information, such as accurate directions, detection of traffic lights, and
detection of objects such as bicycles. Despite the potential of such technologies, a deluge
of auditory information can overwhelm users, making it challenging to assimilate and
act on data efficiently.

Oneway to address this problem is to utilize the sound discrimination and recognition
abilities of the visually impaired [4], which are considered superior to those of the blind.
For instance, visually impaired people with extensive hearing experience can detect an
object that has been dropped by identifying the point at which it falls from the sound.
Others can determine the relative positions of objects in the environment and themselves
using environmental sounds as well as reflected and echoed sounds from walls and
other objects [5–7]. As an application of this, they can also recognize information,
such as the types of stores that are nearby and the stations they are at, based on the
environmental sounds of stores and stations [8, 9]. Because various types of recognitions
can be performed via the auditory sense, including environmental recognition using
sound, designing an interface that exploits this ability is important.

We considered the use of sound effects to summarize information that is difficult
to convey by voice alone. For instance, in a navigation system, the audio cue for “turn
right” is not always consistent, such as “turn right” or “more to the right.” This sometimes
makes it difficult for the user to determine whether to “turn right,” “go right,” or “lean to
the right” [10]. Therefore, even if the navigation system can generate an accurate route by
mapping the current location of the user to themap data, guiding the user correctly on the
route if they are not provided with accurate instructions is not easy. However, visually
impaired people can distinguish sounds without problems, depending on the type of
sound presented simultaneously [11]. Matsuo et al. developed the OTASCEMap, which
helps visually impaired people understand routes by combining sound and sound effects
with vibrations [12]. This system allows users to understand a route by tracing it with
their fingers before visiting the site. However, constructed auditory presentations have
not been used for real-time navigation.
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This study proposes leveraging the heightened auditory discrimination and recogni-
tion capabilities often observed in visually impaired individuals to design amore intuitive
and effective navigation interface. Specifically, we first proposed an instruction method
based on sound effects and thereafter constructed a walking simulator for walking in a
virtual space to evaluate this method. Next, we performed evaluations on seven visually
impaired subjects by reproducing the proposed sound effects in a simulator and summa-
rized the results. The reason for developing the simulator and conducting the evaluation
in this study was to perform the test in a safe environment, where accidents with cars and
people would not occur. Another reason is that COVID-19 does not require measures to
prevent infections. The findings of this study have the potential to significantly impact
the design of assistive technologies, contributing to the broader goal of creating inclusive
and accessible urban environments.

Fig. 1. Overview of the voice navigation system architecture. This diagram illustrates the inte-
gration of auditory beacons with voice guidance technology, detailing the components involved
in enhancing navigational aids for visually impaired users.

2 Walking Simulator Developed

2.1 System Overview

Figure 1 shows an example of a walking simulator screen. In this simulator, the user
could walk while listening to sounds from a first-person perspective. The simulator was
engineered using Python as the primary programming language with Pygame 2.1.2,
which served as the foundational framework for the graphical and audio elements [13].
For auditory navigation cues and feedback, the simulator integrated accessible_output2
version 0.17 [14], ensuring compatibilitywith various screen-reading software to accom-
modate diverse user needs. Although the initial development and testing were performed
on the Windows 11 platform, the cross-platform nature of Python suggests its potential
applicability across different operating systems, including Linux.

The interface for the movement was a joystick (Microsoft Xbox wireless controller).
It has been reported that visually impaired people have difficulty walking straight down
a long street without tactile paving [15], and we assumed it might be possible to simulate
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this movement better. In the joystick operation, we assigned the direction of the down-
stroke to the walking direction in the simulator, and the magnitude of the downstroke
angle to the walking speed. Auditory feedback, including the sound of footsteps and
collisions with virtual obstacles, enhances the immersive experience. Footstep sounds
were triggered when each virtual meter walked, whereas tactile vibration feedback was
provided upon collision with the virtual walls. In addition, the simulator incorporates
ambient sounds that mimic real-world environments, such as train stations and traffic
signals, to simulate a realistic auditory landscape for users and their mental maps. These
auditory cues were dynamically rendered to reflect spatial audio characteristics, such as
volume and stereo panning, using the audio functions of Pygame’s.

The map data in the simulator, an example of which is shown in Fig. 1, were created
for evaluation purposes. We randomly generated multiple road lengths (30–130 m),
converted them to comma-separated values (CSVs), andmanually assigned sound effects
and voices to them. The stores on either side of the road were described in the JSON
format based on information collected from the Internet, including 24 convenience stores,
eight electronics retailers, and 42 supermarkets. When the user operated the simulator,
the following operations and events were logged every 60 fps:

• Player coordinates xy, orientation (degrees)
• Player’s direction of movement per frame
• Angle of player’s change of direction per frame
• Navigation progress (points on the route currently being guided)
• When the navigation phrase (voice for directions) is played.
• When the player hits the wall

2.2 Audio and Sound Effect Navigation Methods

In the walking simulator, we implemented a guidance system for the destination that
simulated a navigation application on a smartphone or other device. The system was
designed to simulate a situation in which a visually impaired person uses a navigation
application on a smartphone, and various types of information are presented using voice
and sound effects as the user walks through the simulator. Specifically, information on
the distance to the next turn, direction of the turn, information necessary for crossing
the road, such as traffic signals and pedestrian crossings, and information on landmarks
along the route, such as convenience stores, electronics retail stores, and supermarkets,
was presented using audio at the time the user approached each point.

Two types of audio beacons are used in the simulator. These audio beacons compare
the heading of the route to the destinationwith the current heading of the user and provide
audio and sound effects depending on the magnitude of the angle.

2.3 Audio Beacon Mechanisms

1. Speech Beacon: This beacon employs vocal cues to indicate the correct speech direc-
tion. If the heading of the user deviated by 15°or less from the intended direction,
the vocal prompt confirmed the correct trajectory toward the next waypoint. The
deviation exceeded 15°but remained below 90°, and the beacon advised a directional
adjustment (left or right) through specific sound cues. For deviations greater than 90°,
indicating a reverse direction, the beacon signals an “opposite” direction alert.
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2. Sound Beacon: In contrast to a speech beacon, a sound beacon utilizes non-verbal
sound effects to convey directionality: a positive tone for correct alignment, a buzzing
sound in the opposite direction, and distinct pitch variations that are high for left turns
and low for right turns. The volume of these sound effects decreases as the angular
difference between the desired and current headings increases, aiding in directional
discernment. These navigational aids simulate the experience of using a real-world
navigation application, guiding users toward their destination with auditory cues and
feedback.

3 Experimental Procedure

The purpose of the experiment was to evaluate the effectiveness of the voice navigation
system, specifically focusing on the performance of speech and sound beacons in aiding
visually impaired users to navigate urban environments accurately. This experiment
aimed to determine whether these auditory cues could enhance spatial awareness and
mobility, ultimately facilitating more independent and confident navigation for users
with visual impairments. The study sought to gather feedback on the usability and user
experience of the navigation aids to inform future improvements and ensure the system
meets the needs of its intended audience effectively.

3.1 Experimental Participant

A total of seven participants were present, five males and two females aged between 19
and 29 years shown in Table 1. Five of them had low vision, and two were blind. All the
participants used smartphones, tablets, and other devices daily, and four indicated that
they used navigation and camera applications when they went out alone.

3.2 Evaluation Method

To assess the efficacy of our audio beacon guidance, we conducted an experimental study
within a simulator, focusing on the accuracy of the navigational assistance provided by
the audio beacons.
Experimental Setup:
First, we asked the participants to wear headphones and informed them that they would
use a controller tomove around in the simulator environment. Thereafter, using a practice
route, we explained the use of voice guidance for route guidance and two types of virtual
audio beacons, and familiarized the participants with the operation method.

The experiment was conducted once for each of the two enforcement actions, one
using a speech beacon to reach the destination and the other using a sound beacon to reach
the destination. The evaluation route was at 550 m, including traffic signals, stations,
and convenience stores and included the following objects:

• Station sounds: one type (starting point)
• Intersection signal tone: three types
• Convenience stores: two types (names change with each experiment)
• Consumer electronics retailers: two types (names change with each experiment)
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Table 1. Participant Demographics and Usage Details.

ID 1 2 3 4 5 6 7

Sex male male female male female male male

Visual
impairment

totally blind totally blind low vision low vision low vision low vision low vision

Mobility training
experience

Learned at
schools for
the blind
and
universities

Acquired
through classes
at schools for
the blind and
universities, and
training at
rehabilitation
centers

Learned at
schools for the
blind and
universities

Learned at
schools for
the blind
and
universities

Learned at
schools for the
blind and
universities

Learned at
schools for the
blind and
universities

No mobility
training (but
capable of
independent
travel)

Frequency of
going out alone

almost
every day

Approximately
2–3 times a
week

Approximately
once a week

almost
every day

Approximately
once a week

Approximately
2–3 times a
week

Approximately
2–3 times a
week

Assistive
devices/Services
used during
travel

White cane,
station
guidance,
train
boarding
assistance

White cane,
Guide Help

White cane none White cane White cane White cane, 15
× magnifier,
light-emitting
diode light, asks
for guidance
when lost

• Supermarket: one type (name changes with each experiment)
• Station sounds: one type (at goal)

The order inwhich the audio beaconswere usedwas randomized for each participant.
The simulator also logged the travel time, time when the guidance was presented, and
reaction of the experimental participant at that time.

After completing each treatment, the participants were interviewed regarding the
route they walked (rough directions: the order and direction of convenience stores,
electronics stores, and supermarkets they passed; the number of traffic lights, stations,
and bus stops; and the types of sound effects they heard in the simulator environment) to
confirm whether they had learned the route correctly. In addition, the participants were
asked to rate the intelligibility of the audio beacons by UMUX-Lite [16] using a 7-point
Likert scale.

After the experiment, the participants were interviewed and asked to respond freely
to their impressions and requests for improvement throughout the experiment.

4 Results and Discussion

4.1 Comparison Results Per Audio Beacon

This study focused on trends related to the evaluation results and comments from the
participants in the experiment.

First, the evaluation results demonstrated that all experimental participants could
reach their destination without being lost, regardless of the audio beacon used. However,
the speed of response to the sound and speech beacons was different for each participant.
For instance, one participant initially failed to recognize the left and right directions
with the sound beacon and thereafter turned in the opposite direction and recognized
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the correct direction based on the loudness of the beacon. However, participants who
were accustomed to using functions similar to the audio beacon used in this study in
other systems, participants who could play musical instruments and had a relative sense
of sound, and blind experimental participants quickly became accustomed to the sound
beacon after only the practice time and did not turn in the opposite direction. Table 2
lists the distances of randomly generated road segments up to 1 km, along with the
simulated navigation system guidance provided for each segment, demonstrating the
system’s response under varied navigational scenarios.

Table 3 lists the percentage of the experimental participants who learned the route
correctly when using sound and speech beacons. In general, the percentage of correct
routes learned was the same in all situations (10 routes) or the sound beacons were
remembered correctly more often (sound beacons: eight routes, speech beacons: three
routes).

Table 2. Navigation System Evaluation Results.

ID Guidance

1 Go east. (chime sound plays)

2 convenience store on your right

3 Turn right

4 approximately 41 m, turn left

5 Turn left

6 approximately 106 m, turn right

7 electronics store on your left

8 Cross traffic lights

9 Turn right

10 approximately 126 m, turn left

11 Cross traffic light

12 electronics store on your right

13 the station on your left

14 Turn left

15 approximately 19 m, turn right

16 convenience store on your left

17 Turn right

18 approximately 168 m ahead, destination is on the left

19 Cross traffic lights

20 supermarket on your right

21 the destination is on your left
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4.2 Comments from Experiment Participants

Firstly, there were reports from participants feeling uncomfortable due to the high
frequency of the left and right sounds from the audio beacon.

For one participant, after changing to more comfortable sounds during the experi-
ment, the response to the audio beacon became responsible, and the wrong turn errors
decreased.

Furthermore, the initial audio beacon used had the frequencies set to C6 (1046.50Hz)
for the left and E6 (1318.51 Hz) for the right, based on musical notes.

This was done because the frequencies of piano notes are intuitively understandable,
with the lower sounds assigned to the left side of the pianokeyboard and the higher sounds
to the right, making it easier for participants to orient themselves in that direction.

4.3 Comments from Experiment Participants

First, reports of participants feeling uncomfortable owing to the high frequency of the
left and right sounds from the audio beacon were provided. For one participant, after
changing to more comfortable sounds during the experiment, the response to the audio
beacon became responsible and the wrong turn errors decreased. Furthermore, the initial
audio beacon had frequencies set to C6 (1046.50 Hz) for the left and E6 (1318.51 Hz) for
the right, based on musical notes. This was done because the frequencies of piano notes
were intuitively understandable, with lower sounds assigned to the left side of the piano
keyboard and higher sounds to the right, making it easier for the participants to orient
themselves in that direction. However, some participants tended to orient themselves in
a direction opposite to the assigned frequencies. In addition to assigning pitch, other
methods, such as adjusting the panning (left-right balance), sense of spread, and stereo
presentation, need to be considered in the future to become intuitive for each individual.
Additionally, the comments indicated that familiar routes, for instance, made it easier
to adapt to the system, suggesting that the preferred presentation method may vary
depending on the experience of an individual with the route.

• Beacons that use sound instead of speech are more understandable. This was because
of the use of soundscapes.

• Want the sound to be heard in surround
• Using stereo for left and right feels more intuitive
• Why the sound used for sound beacons was lower: It was my first use, and when I

heard the buzzer sound, I could not associate the right or left direction with the sound.
Once accustomed, listening through sound might be better than being told “right” or
“left.” However, this requires getting accustomed to them.

• Might get used to audio beacons by using them in familiar routes where the path is
known.

• Speech feels more intuitive.
• Being told the direction feels easier to follow.
• Sound beacons required understanding what the sound meant, which used mental

resources.
• With pitch, slight changes canmake it difficult to discern whether it is higher or lower.
• A clear difference is easier to understand.
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• Changing the sound to somethingmore pleasant to the human ear might be beneficial.
• Similar to speech beacons, clear high- and low-frequency sounds make them easier

to understand.
• The ability to customize audio beacons may also be beneficial. Does not focus on

navigation.
• What type of sound would be more understandable: pointing the pan toward the

correct direction or adjusting the pan such that the direction of progress feels like
it is coming from the front. No need to use pitch. The same sound in any direction.
Volume might not need to be changed either.

Table 3. Navigation System Evaluation Results.

Guidance ID sound beacon speech beacon Cases exhibiting a high average accuracy rate

1 71% 57% sound beacon

2 71% 71% equal

3 57% 43% sound beacon

4 0% 0% equal

5 29% 29% equal

0% 0% equal

7 57% 71% speech beacon

8 100% 100% equal

9 29% 14% sound beacon

10 0% 0% equal

11 100% 100% equal

12 71% 57% sound beacon

13 71% 57% sound beacon

14 14% 14% equal

15 0% 0% equal

16 57% 43% sound beacon

17 29% 0% sound beacon

18 0% 14% speech beacon

19 86% 86% equal

20 43% 29% sound beacon

21 0% 14% speech beacon

Ave 42% 38% sound beacon

• Sometimes turning the opposite direction in sound beacons.
• Because piano keys get higher as you turn right, higher pitch when turning right might

be better.
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• Knowing about shops and signals in the vicinity before going out can make walking
easier; therefore, it may be useful for simulations.

• Intend to create and practice routes from stations.
• Was not sure about the walking speed.
• If the maximum speed was slightly lower, it might not have been necessary to adjust

the stick.
• Not good at rememberingmaps and routes; therefore, we attempted to walk at a speed

close to the actual speed.
• Managed to distinguish between left and right sounds.
• Prefer the version with voice guidance.
• Thought additional announcements could be made such as “more to the left,” in

addition to only volume control.
• Normally use Google Maps while checking the compass.
• Screens are hard to observe on sunny days.
• Pan in speech beacons might also be an option.
• Having multiple functions that the user can customize would be good.
• Pan might be hard to hear when walking outside.
• Walking with earphones can be scary.
• Changing the sound of the footsteps between the tactile paving and other areas may

be an option.
• Insteadof just “turn right inNmeters,”would like to be informedabout the intersection

to turn at, such as “turn at the Nth intersection on the right/left.

5 Consideration

In a real environment, visually impaired people move around in their living environment
by selecting a number of sounds. In this case, the reverberation sound used for echoloca-
tion and the sound of the white cane were not used in the evaluation experiment. In the
future, we will construct an environment that simulates these sounds, which may enable
us to evaluate navigation methods that are more suited to realistic situations.

In addition, using the directional guidance information that exists on the Web as
the audio beacon proposed in this study, it may be easier for the visually impaired to
navigate on their own based on navigation. However, when the voice guidance of the
audio beacon is used in combination with tactile information such as sound and a white
cane, which are used in a real environment, investigating the ease of understanding and
the feeling of operation in detail is necessary. Therefore, evaluating this situation in a
more realistic setting is necessary.

6 Summary and Future Issues

In this study, we constructed and evaluated a navigationmethod that can convey informa-
tion accurately and efficiently through voice. Specifically, we proposed an audio beacon,
which is a guidingmethod based on sound effects and voices and constructed a simulator
for walking in a virtual space to evaluate the method. Next, we evaluated the proposed
sound effects using a simulator with seven visually impaired people. The results suggest
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that audio beacons (sound beacons) based on sound effects may be more accurate than
audio beacons alone for understanding routes. However, within the scope of this study,
the usability of the two systems was similar. In the future, we intend to evaluate the
proposed audio beacon under more realistic conditions such as many cars, people, and
noisy environments.
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Abstract. Due to the limitations of satellite-based navigation systems,
such as GPS, indoor wayfinding has been very challenging for people with
disabilities. Unfamiliarity and infrastructure complexity in an indoor
space could put an additional burden on people in their wayfinding,
who have various types of disabilities such as vision, mobility, hearing,
etc. An accessible wayfinding application could be of great help to them
in navigating an indoor space. To fulfill the wayfinding needs of visually
impaired persons in an indoor space, an iOS application named “FindMy-
Way” has been developed in this work based on Bluetooth Low Energy
(BLE) beacons. FindMyWay provides both exploration and navigation
features for the visually impaired for indoor wayfinding. This work incor-
porated a parallel processing approach into the app while implementing
both exploration and navigation functionalities. The exploration feature
provides customized information about a point of interest (PoI) in an
indoor space based on user preference. On the other hand, the naviga-
tion feature provides guidance to reach a destination in a multi-floor
environment. The preliminary results indicate the effective performance
of the app while navigating an indoor space.

Keywords: Assistive Technology (AT) · Indoor Wayfinding · Visually
Impaired · Accessibility · People with Disabilities

1 Introduction

Wayfinding for individuals with vision impairments has long been a difficult task,
particularly in indoor environments, such as office buildings, shopping malls, air-
ports, and hospitals, due to the limitations of GPS signals. To address this issue,
researchers and developers have been exploring alternative navigation technolo-
gies specifically designed for indoor environments. These technologies utilize a
variety of approaches, including Wi-Fi, Bluetooth, radio frequency identification
(RFID), and beacons, to provide accurate positioning and navigation informa-
tion within buildings. By leveraging alternative navigation systems and incorpo-
rating visual and audio cues, it is possible to create more accessible and inclusive
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spaces for individuals with visual impairments. All available assistive technolo-
gies have different advantages and disadvantages when used in a wayfinding
application. The benefits and limitations mostly depend on the deployment den-
sity, deployment and maintenance cost, and processing and storage capability of
the assistive devices having these technologies.

In this work, an iOS application, named FindMyWay, has been developed
for the wayfinding of visually impaired persons in indoor spaces using Bluetooth
Low Energy (BLE) beacons. The user interface of the app has been designed to
address the accessibility needs of visually impaired users. An indoor space has
been represented in the app as a graph-based network, G (V, E) of point-of-
interests (PoIs). A set of BLE beacons deployed at a testing site are associated
with PoIs. To provide wayfinding assistance to the users, zone-based proximity
of the PoI, categorized information about any PoI based on user preference,
and a parallel processing/multi-threading implementation approach have been
incorporated into the underlying algorithms of FindMyWay.

2 State of the Art

Various assistive technologies have been used in the past in different location-
based systems to provide wayfinding in an indoor environment. Although tag
reader technology, such as RFID (e.g., [5]), was widely used in many early sys-
tems, this technology comes with some inflexibility in modifying information
on tags which could be vital in providing any location-based services. There
has been much work done on computer vision-based localization in the litera-
ture though there are very few works reported aimed at BVI persons, e.g., [2].
Moreover, a computer vision-based wayfinding application requires heavy com-
putational resources and battery power from the device. However, bluetooth
technology-based BLE beacons became significantly popular in recent years in
developing wayfinding applications as BLE beacons reduced many issues related
to previously mentioned technologies.

Some recent efforts have been reported in systems, such as NavCog3 [7],
GuideBeacon [1], StaNavi [4], ASSIST [6], PerCept [3], etc., that used BLE
beacons for providing wayfinding assistance to people who are blind or visually
impaired (BVI). These BLE beacon-based systems used various approaches to
the localization of a user in an indoor space. All these systems reported an
increased ability to navigate indoor spaces by BVI persons; however, there is
still a lot of scope to improve localization accuracy in providing wayfinding
assistance to BVI persons and to increase the scalability of the app.

The FindMyWay app in this work used zone-based proximity along with a
multi-threading approach to localize a user in providing wayfinding assistance to
the visually impaired in an indoor space. Moreover, a multi-threading approach
has also been incorporated into the navigation algorithm of the FindMyWay app
to increase the scalability of the app.
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3 Application

The accessibility needs of visually impaired persons have been considered while
designing the user interface (UI) of the FindMyWay app on iOS. Only black,
blue, and white colors have been used as a color combination for the UI of the
app. The positions of buttons in the app are strategically placed at the corners
of the UI of the app. However, a big button has been used only at the bottom of
the UI on the welcome page of the app to provide basic instructions/protocols
for using the app. On all pages of the UI, except the welcome page, there are two
buttons placed at the bottom corners of the UI named “BACK” and “HOME”
to provide convenience to users to easily navigate the UI of the app.

A big interactive speaker icon has been placed at the center of the UI across
all pages of the app for the convenience of users so that they can easily tap on the
icon for voice interaction with the app since the voice/audio interaction feature
is the primary way of interacting with this app. In addition to audio instructions,
FindMyWay provides textual instructions as well so that users having low vision
can still use the textual information on the app. To provide textual information
on the app, borderless textboxes have been used throughout different pages of
the UI. There might be a possibility of missing any given instructions while using
the app in a real-world setting. To facilitate getting any missed instructions, the
app provides the option to hear previous instructions while using the app. This
option helps a user to hear the instruction one more time if it is missed due to
noise or any other reason in the environment.

4 Methodology
4.1 Zone-Based Proximity

There are various ways to localize a person in an indoor space using BLE bea-
cons. Most of them rely on estimating distance based on the received bluetooth
signals. In many cases, distance calculation is error-prone due to the variation of
bluetooth signals. Instead, we used zone-based proximity to find out the prox-
imity of a beacon through our app. The zone-based concept could help to cover
multiple PoIs per beacon based on the range of proximity. FindMyWay app has
two zones per beacon, such as the “inner zone” and the “outer zone”. The outer
zone has been used strategically for specific beacons in the testing site to cover
multiple PoIs for a single beacon. This zone design scenario could differ based
on different indoor spaces. The inner zone of a beacon is designed to describe an
associated PoI (Fig. 1 - Scenario A), whereas the outer zone could be used to
describe some other adjacent PoI (Fig. 1 - Scenario B). This zone design scenario
essentially helped us in reducing the number of beacons in an indoor space.

4.2 Parallel Processing

Two use cases have been identified in this work to perform a parallel pro-
cessing/multithreading approach to improve the performance of the FindMy-
Way app and the navigational experience of the user. The parallel process-
ing/multithreading approach can help an application to distribute the underlying
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Fig. 1. Zone-based proxmity

tasks among available resources which can eventually increase the scalability of
the application and facilitate avoiding potential app crashes.

Avoiding Conflicts Between Multiple Zones of a Particular Beacon.
Through empirical testing, it was observed in some cases that there were local-
ization conflicts between multiple zones of the beacon to localize a user based
on the proximity ranges of a PoI. To avoid this kind of conflict between multiple
zones of a particular beacon, a multi-threaded approach was incorporated into
the FindMyWay app. Since two zones have been designed to define the range of
proximity for beacons/PoIs, parallel processing has been applied to avoid zone
conflicts between these two zones of a particular beacon. As such, the proximity
observation for beacons in the FindMyWay app was performed using two differ-
ent threads; one is for observing the inner zone and the other one is for observing
the outer zone of the beacon.

Improving Navigation Experience. A parallel processing approach was
applied to find the shortest path from one floor to another floor in a multi-
floor building to improve the navigation experience. One of the main challenges
of navigation in indoor spaces across multiple floors is to identify connecting
nodes/points of interest across multiple floors in a graph-based network repre-
sentation of a building. To find the shortest path based on the predefined weight
on the path in an indoor space, the navigation algorithm may need to work con-
currently to improve the navigation time to find the shortest path in a route that
spans multiple floors. In this type of scenario, a multi-threading approach has
been incorporated into the underlying navigation algorithm to find the shortest
path toward a destination across multiple floors. This multi-threading approach
certainly increases the scalability of the application to be used in a multi-story
building. As such, six threads were designed to be used in the multi-floor nav-
igation of the testing site by the FindMyWay app. These six threads were run
concurrently to facilitate a faster runtime of finding the shortest path between
source and destination across two floors in the testing site.
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4.3 Categorized Description of a PoI

One of the crucial design decisions in developing a wayfinding app is how to
deliver detailed descriptions of a PoI in an indoor space to the visually impaired.
Application designers need to be very careful about minimizing cognitive load
while delivering information through the app. It is expected that the app will
provide detailed information about any PoI only based on user preference. As
such, the detailed description of PoIs is organized into various categories in
a pre-constructed database of the FindMyWay app. The detailed categorized
description of a PoI would only be delivered to a user based on their willingness
to hear additional information about any PoI. This approach can keep a good
balance between reducing the cognitive load on the user and providing detailed
descriptions about any PoI in a given indoor space.

4.4 Rerouting

It could be a common issue for visually impaired users to deviate from the guided
path provided by the app while navigating in an indoor space. So, it would be
very useful if the navigation algorithm for a wayfinding app would incorporate
the rerouting feature during navigation to guide the user from the deviated path
to the intended path toward a destination. Therefore, FindMyWay integrates the
rerouting feature into the navigation algorithm to provide navigational instruc-
tions while away from the previously given path toward a destination. If the user
is away from the given route, the FindMyWay app essentially localizes the user
within the proximity of the nearest PoI within the floor graph and then steers
the route from the new localized PoI to the previously selected destination.

5 Results

The functionalities of FindMyWay have been preliminary tested by three sighted
individuals to check how the functionalities of the app perform. Although this
preliminary testing is to conduct the functionality testing of the app, we have
a plan to conduct the usability testing of the app by visually impaired persons
upon receiving IRB approval. To facilitate functionality testing we have identified
various testing scenarios at a testing site. The testing site has two typical floors
in an academic setting. Since the app has two different units such as exploration
and navigation, a set of testing scenarios was identified and tested for both units
in multiple iterations.

5.1 Testing of the Exploration Unit

First, a PoI, such as an elevator or a restroom, was tested that involved a single
level of user interaction through voice command to provide a general description
of the PoI. Then, a PoI, such as an office room, lab, or other academic room,
etc., was tested that involved multiple levels of user interaction through voice
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command to provide a general description and other categorized information
about the PoI. When a user was within the proximity of a particular PoI, the
user was localized and user interaction through voice command for all levels
worked as intended. The elevator and restrooms were covered by the inner zone
of respective beacons. As such, when a user was within 1m of the beacon the user
was localized near to the corresponding PoI. Similarly, some of the office rooms,
labs, and other academic rooms were covered by the inner zone of respective
beacons. As such, a user was localized near to those PoIs when the user was
within 1m of the corresponding beacon. However, some office rooms were covered
by the outer zone of the beacons that contained other PoI in their inner zone. For
instance, an office room, STEM 119 was covered by the outer zone of a beacon
placed near Stair B on the first floor of the testing site. So, when the user was
within the proximity of 2.5m of the beacon, the corresponding PoI was STEM
119. However, when the user was within the proximity of 1m of that beacon,
the corresponding PoI was Stair B. The multiple levels of user interaction were
designed to provide different types of information based on user preference and
to avoid providing a forceful bombardment of information. All different levels of
interaction were tested and the app worked as intended for a given PoI.

5.2 Testing of the Navigation Unit

Since this preliminary testing was the functionality testing of the app by sighted
individuals, our focus was to observe whether the navigation unit of the app
could provide the correct information on the direction, localization within the

(a) Beginning of the navigation unit (b) Setting a destination

Fig. 2. Navigation using FindMyWay app
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proximity of subsequent PoIs along the route, the approximate number of steps
(or approximate distance) to reach the next PoI from the current PoI, and any
turns required to reach the next PoI along the route, etc. First of all, navigation
from a source to a destination PoI on the first floor was tested. We tested two
destinations (STEM 101 and STEM 112) separately from a source PoI (TSC
park entrance). The navigation path from the TSC park entrance to STEM 101
involved one turn and one intermediate PoI along the route. Moreover, naviga-
tion from the TSC park entrance to STEM 112 involved two turns and seven
intermediate PoIs along the route. It was observed that the instruction to take
a turn on these navigation paths was correctly provided by the app on time.
Moreover, the intermediate PoIs information along the path and the distance
between the PoIs, in terms of the number of steps, were correctly provided by
the app. The beacons associated with the first path didn’t involve any PoI cov-
ered by their outer zone. So, a user was localized in this path near a PoI when
the user was within the proximity of 1m of the beacon. However, the second path
involved one PoI covered by the outer zone of a corresponding beacon. In this
case, a user was localized near that particular PoI when the user was within the
proximity of 2.5m of the corresponding beacon. In both cases, users were able to
reach the destination successfully without any errors such as loss of signal from
beacons, missed PoI along the route, or incorrect direction of the route.

Secondly, the navigation paths were tested on the second floor where both
the source and destination PoIs were located. The first testing path (from the
second-floor elevator to STEM 243) was straightforward as the path had only two
intermediate PoIs and no turns were involved. However, the second path (from
Stair C to STEM 203 opposite corner) involved two turns and two intermediate
PoIs in between. Since a particular area on this navigation path involved several
PoIs located within a short distance, it was observed that having multiple zones
for every PoI could end up with localization conflicts. As such, to avoid any
conflict in this particular area, we kept one PoI within the outer zone of another
PoI while designing the app. This design decision helped to avoid localization
conflicts for PoIs located in such a small area and eventually the user was able
to reach the destination successfully following the navigational guidance. This is
one of the areas on the testing site where localization accuracy was improved by
introducing zone-based proximity and multi-zones for beacons. So, the user was
localized near the intermediate PoIs in this path as per the proximity range, such
as 1m for the inner zone and 2.5m for the outer zone, set for the corresponding
beacons.

Third, a multi-floor navigation path (from the TSC park entrance to STEM
243) was tested from the first floor to the second floor (Fig. 2). This path was
tested with a preference for “Stairs” initially and then with “Elevator”. This
path involved multiple intermediate PoIs and turns along the route regardless
of transition preference. In both cases, the navigation instructions and turn-by-
turn directions were correctly provided by the app. In the case of multi-floor
navigation, the transition node/floor connecting PoI is very crucial in graph-
based navigation. In this path, a user was localized near the transition node(s)
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on both floors correctly, and the multi-threading approach in the navigation
algorithm helped in finding the shortest route quickly without any issues.

6 Conclusions and Future Work

The FindMyWay application presented in this paper implements a zone-based
proximity approach to localize a person within the proximity of a PoI in an indoor
environment. Although the zone-based proximity approach worked reasonably
well during preliminary testing, the inclusion of the pedestrian dead reckon-
ing (PDR) system as an additional method in the application would provide
improved localization accuracy. The inclusion of a parallel processing approach
in the app through multi-threading significantly improved the performance of
the app. This approach certainly increases the scalability of the app where a
wayfinding application is required to design for a significantly large and high-
rise building. The preference-based categorizing information delivery approach
in this app for a particular PoI through a voice command increases convenience
for users. In the future, we plan to conduct comprehensive quantitative usability
testing of the app using various evaluation metrics by recruiting visually impaired
users upon IRB approval. Future works also include finding customized proxim-
ity ranges for individual beacons based on the location of PoIs and developing
the app on Android for a comparative study.
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1 Introduction

Carlos’ imagination has no limits, even having lost much of his vision at the age
of 15. His bright and curious eyes do not miss any of the countless discoveries
of everyday life! At his school, Carlos is the only student with visual disabilities
among 200 pupils. There, he began to get the first notions of Orientation and
Mobility1 (OM). With them, Carlos could follow other colleagues and have more
autonomy. From this experience and given a challenge proposed by Carlos’ OM
instructor, we started our research presented in this paper. We aim to provide
people who are blind (PWB), like Carlos, with mobile virtual environments
to learn and practice OM safely and playfully. With our approach, PWB can
playfully explore places that are not well-known. Without being physically there,
he will learn spatial information to navigate these places (e.g., a new school
floor).

PWB (if there are no other disabilities) have full capacity to develop motor
and mental abilities. For that, they need to have opportunities for learning and
having significant educational experiences. Frequently, the OM process is con-
fused with learning to use the cane. OM involves many other strategies and
resources (e.g., self-protection techniques, canes, and guide dogs) [5,9]. The goal
is to allow PWB to know, to relate, and to move independently and naturally
in the most diverse structures and spaces [5,6,11]. For PWB, hearing is one of
the most important senses because it allows the establishment of spatial rela-
tionships and the development of cognitive abilities [11]. Based on this evidence,
researchers started to investigate 3D audio for enabling the spatial construc-
tion of mental maps, suggesting that spatial images do not rely solely on visual
information [6].

Following this technique, we present an approach for creating OM practices
tailored for PWB. It encompasses two digital tools: a web-based platform (E3
Web Editor) that enables instructors to design OM practice maps, and a mobile
application (ENA Player) that renders a virtual environment derived from
these maps. The proposal aims to provide digital support to OM instructors in
making their practices by allowing map customization according to the students’
profiles and skills. HCI experts, OM instructors, and PWB evaluated this pro-
posal [10]. In this paper, in particular, we report the evaluation conducted by
an OM instructor and her ten blind students. The ten PWB used the mobile
application for a month with ten maps created by their OM instructor.

2 Background

We carried out a Systematic Literature Review (SLR) that addresses the OM
theme of PWB [6]. We analyzed 987 papers and identified 32 OM virtual environ-
ments that provide practice with indoor maps. In those papers, OM researchers
have shown that using auditory cues, sonar techniques, and 3D audio combined
1 Area of special education aimed at the rehabilitation of people with visual disabili-

ties, whether due to congenital or acquired problems.
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with haptic feedback devices (e.g., joysticks, electronic canes) improves user
interaction, helps promote technology acceptance, and positively affects their
cognitive impact in the OM area. In this section, we describe some of these
studies. We focus on solutions that assist the acquisition of spatial knowledge
before the user navigates the real situation.

2.1 OM Virtual Environments for Mobile Devices

The Hungry Cat game [4], for example, is a serious game for Android smart-
phones, which uses tactile and audio feedback. Users get spatial information
about the virtual environment by controlling a cat avatar in search of food. The
mobile app allows players to move around 2D house rooms. For that, players
use touchscreen controls or gestures with the device itself. Virtual objects and
obstacles are identified when colliding with the player’s avatar.

In the VirtualWalk application [7], the environment simulates the user’ walk-
ing at different speeds using 3D audio effects (e.g., sounds of human footsteps).
A narrator transmits a sequence of instructions and the location of the points
of interest. That work aims to facilitate the execution of navigation tasks (going
from one point to another in the virtual environment). The mobile application
uses sensors (e.g., gyroscope, accelerometer) on the smartphone to detect input
gestures, which the app uses to control the avatar’s walking and rotation.

Guerron et al. [8] proposed a similar mobile application. Their proposal com-
bines voice, beeps, and vibration feedback to help users when exploring a virtual
scenario. The smartphone vibration informs the user that his avatar is walking
around the virtual world. The research goal is to enable users to create a mental
model of the virtual space. After, the users are expected to move in the real
world successfully. Results showed the voice interface afforded better effective-
ness, efficiency, and cognitive mapping when compared to the other interface
modalities (with statistically significant results).

2.2 Virtual Reality and OM Virtual Environments

A recent trend in the HCI community is the evaluation of the new genera-
tion of Virtual Reality (VR) devices. VR Head-Mounted Displays (HMDs) (e.g.,
HTC Vive, Oculus Quest) are receiving researchers’ attention. Similar behavior
occurred in the Assistive Technology community [2,12,13,17]. More specifically,
we already identified three studies integrating HMD into OM virtual environ-
ments [1,15,16].

For example, Baker et al. [1] developed a first-person game targeting PWB.
During the game, the player rides a horse avoiding obstacles, and has to hit a
target or engage in combat. The player needs an HTC HMD, two controllers,
and a VR horse simulator. Similarly, Siu et al. [15] propose a treasure hunt game
that uses an HTC Vive and a haptic controller (Canetroller) that enhances the
sensations of a real cane. The “augmented” cane vibrates when the user collides it
with virtual objects. It allows PWB to navigate in a mixed-reality environment
while maintaining the tactile and sound sensations of the cane physical usage.
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X-Road [16], on the other hand, is a visual and audio street simulator. It
is a mobile application with a VR system designed for OM classes. They use
a smartphone and a 3D-printed support to simulate a street environment. The
user hears ambient noises and the sounds of cars approaching. PWB will have
to analyze the scenario, understand which direction to take, and choose the safe
time to cross the street to achieve the goal of the game.

Our mobile solution is inspired by the above studies and combines audio
(audio cues, 3D audio, Text To Speech - TTS) and haptic feedback (vibration)
to assist users in OM practices. Similar to [8], the ENA Player allows the user
to customize the TTS speed and voice. As [16], we use the smartphone as the
central execution platform for our gamified experience. However, ENA Player
differs from both by adding a Bluetooth joystick to ease the control and reduce
the interaction barriers in the use of touchscreen-based interfaces. Our mobile
application is less immersive than those allowing users to move in a natural
environment using HMDs (e.g., X-Road). However, our goal is a cheaper, safer
solution for the first indoor OM training tasks.

Furthermore, the above tools were not designed aiming at customization.
When they have those features, the tools offer either rudimentary customiza-
tion options or highly complex ones that require particular knowledge from OM
instructors for interface manipulation. This complicates engagement for use and
hinders their popularization for creating audio-haptic maps, which is expected
to be possible in our proposal using the E3 Web Editor.

3 Methodology

The main objective of our research was to enable OM instructors to customize
virtual environments for their learners. We propose two tools: a Web Editor
for map construction and an Android mobile app for practicing activities. The
methodology used during the research was User-Centered Design (UCD), in
which usability goals, workflow, and environment were studied and tested with
the help of OM instructors, HCI experts, and PWB [10,14].

The Web Editor, implemented in HTML + JavaScript, allows the creation
of maps for indoor environments, such as buildings, malls, airports, and houses.
Using a 2D drawing approach, the editor is characterized as an application for
authoring audio-haptic maps, in which the OM instructor designs a map to
be used in their class, organizing spaces, inserting elements (e.g., doors, glass
windows, chairs, tables), and defining the objectives that students will achieve
(e.g., finding a specific object, going to a place and returning).

When the mobile user’s avatar walks on the floor, a footstep sound is played
(e.g., the sound of footsteps on a wooden floor). The walls have two sounds: one
for collision and one for description, the latter being played after three collisions.
The other map elements, such as furniture and appliances, have three types of
audio: a collision sound, a clue audio that describes the object, and an audio-
quake that will be activated if the object is a goal in the gamified activity.

Figure 1 shows an example of creating a map in which the instructor selected
objects from the left column to position them and build the activity. Besides
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creating their map, instructors can customize parameters such as size, type,
rotation, and location of the objects. A video2 is available and shows a time-
lapse of this process. Further information about the design process of the editor
is presented in [14].

Fig. 1. Proposed Digital Tools.

The mobile application has a complementary function of generating the vir-
tual environment corresponding to the activity designed by the OM teacher for
use by the student. Characterized as a first-person serious game, the app was
developed using the Unity engine along with Google’s VR development SDK
and the UAP plugin for accessibility functions. The app requires headphones
and a Bluetooth device. Optionally, it integrates with smartphone-based HMDs.
In it, the user must move in a virtual environment to complete objectives and
then return to the starting point, interpreting relevant information and acting
according to the demands and aids. To use this game, the user must rely on their
auditory and haptic perception, knowledge, and OM skills. Such activities aim to
practice: Lateralization - perception of the direction of the sound source; Echolo-
cation - perception of the proximity of the object/obstacle; Perimeter tracking
- exploration following the environment’s walls; and Origin/destination move-
ment - finding a sound-emitting object (i.e., audioquake). Figure 1 and Fig. 2
show examples of activities running on the app. A video3 is available and shows
an example of a map rendering in which the user must locate objectives by sound
and return to the starting position.

4 Evaluation

During our research, we conducted various tests and evaluations with HCI
experts, OM instructors, and PWBs, some of which are described in [10,14].
These initial evaluations focused on the usability and cognitive effort of using

2 https://youtu.be/NjpizlleKfA.
3 https://youtu.be/F7N1PnQyU4c.

https://youtu.be/NjpizlleKfA
https://youtu.be/NjpizlleKfA
https://youtu.be/NjpizlleKfA
https://youtu.be/NjpizlleKfA
https://youtu.be/F7N1PnQyU4c
https://youtu.be/F7N1PnQyU4c
https://youtu.be/F7N1PnQyU4c
https://youtu.be/F7N1PnQyU4c
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Fig. 2. On the left, 2 PWB using the ENA Player mobile and HMD modes, respectively.
On the right, rendering the map in HMD mode.

the Web editor and mobile app. In this paper, we present a deeper case study
with an OM instructor and ten of her students. The evaluation was approved by
our university Ethics Committee (CAEE: 1652 5319 3 0000 5054).

The OM teacher has a degree in physical education and a master’s in edu-
cation, with over 20 years of experience teaching OM for PWB. The ten PWBs
(4 females and six males) were of legal age and used screen readers and mobile
devices. They were between 20 and 36 years old; eight had been totally blind for
at least 18 years, and 2 had low vision (congenital). The level of OM skills varied,
with eight regularly using a cane and two still in the rehabilitation process.

The students’ evaluation occurred in two sessions over a one-month interval.
The first one focused on familiarizing with the app, commands, and available
maps and measuring usability (SUS - System Usability Scale) [3]. The teacher
prepared maps according to the specific profile of each user. The mobile app was
installed on the user’s device, and they were supposed to use it at least once a
week for a month. The second session focused on measuring the app’s impacts
over the month. Before the first session, the teacher conducted an OM pretest.
After the second one, the teacher applied the same OM verbal test (posttest).

Fig. 3. Comparison of pre and posttest.
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The results show that the app received an excellent usability rating [3], mea-
sured by a mean score of 81.25 points according to the SUS procedures (one
user rated in the range of 60–75, 3 users between 75–80, 5 between 80-90, and 1
above 90). To analyze the impacts of using the app, the focus was on two main
axes: (i) orientation skills and mental mapping and (ii) orientation and mobility
techniques. Figure 3 shows the results of pretests and post-tests for all PWBs.
All 10 participants increased their scores in the post-test. However, four of them
still did not reach 60% of the maximum possible score. We applied the Wilcoxon
Test to the results obtained from the tests. Those results indicated a significant
difference between the scores (p− value < 0.01).

5 Final Considerations

This work presented an audio-haptic map editor designed to allow OM teachers
to create and customize maps useful for their students. The studies conducted
indicate a latent need to build various scenarios and situations in digital envi-
ronments, enabling PWBs to practice OM techniques in innovative, safe, and
affordable-cost ways.

Our results identified that practice in the virtual environment promotes OM
improving skills, precisely, spatio-temporal orientation, orientation according to
landmarks, and route planning. The OM teacher, who monitored the use of the
ENA player, claimed that there was a noticeable improvement in OM skills,
especially, because she was able to design a map for each student.

However, it should be noted that the assessment of cognitive-related aspects is
still preliminary. Given the limitations imposed on participant recruitment, even
with ten users for the tests conducted, we believe it is still necessary to carry
out additional experiments with a larger and more diverse number of PWBs.

Ackowledgments. This research was partially funded by CNPQ, under grant number
409184/2021-7.
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Abstract. People with visual impairment frequently rely on Electronic Travel
Aids for navigation, with sensor-equipped guide canes being a prevalent choice.
These ETAs alert users of nearby obstacles using directive sensing technology,
effectively covering the navigation corridor of the person motion, thus facilitat-
ing obstacle avoidance. However, the efficacy of these devices depends upon the
user’s ability to maintain them in the correct orientation, a requirement that may
not always be met due to various factors, including lack of training and excess
cognitive load on the user in mobility, resulting in injuries. This paper proposes
the development of an advanced AI-based embedded system, designed to be inte-
grated into a traditional white guide cane. This proposed system predicts the
instantaneous orientation of the ETA from raw proprioceptive measurement of
ETA’s instantaneous velocity and acceleration. If the estimated angle lies beyond
a nominal range, audio or vibration feedback is provided proportional to the error.

Keyword: Embedded System · Artificial Intelligence · Assistive Technologies

1 Introduction

Electronic Travel Aids (ETAs) are instrumental in enhancing the mobility of persons
with visual impairment (PVI), offering the potential for greater independence and safety.
Many of these aids are integrated into canes, providing the ability to detect obstacles from
theground to headheight usingoneormore sensors. These sensors alert users of obstacles
in their path by emitting audio-vibratory feedback, significantly reducing the risk of
collisions and potential injuries. Despite the apparent benefits of ETAs, their effective
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utilization depends onmaintaining the proper alignment of sensors for obstacle detection
as the user navigates their environment. Trainers play a crucial role in monitoring the
PVI’s use of the ETA, providing immediate feedback and guidance when sensors are
tilted sideways or held in an incorrect orientation. Based on our discussions and feedback
from over 100 ETA users in India from 2015–22, it was observed that the majority do
not find the devices effective until they have received comprehensive mobility training
and engaged in regular practice sessions. However, in areas where there is a scarcity of
experienced mobility trainers, access to training for correct use and holding of ETA is
unmet, resulting in incomplete and incorrect training by help of other untrained family
members or by self, leading to a continued reliance on others for navigation, negating
the potential benefits of ETAs for PVIs (Fig. 1).

Fig. 1. Orientation correction by user. (a) is the Visually Impaired person holding the ETA incor-
rectly. (b), (c), (d) shows the ETAbeing transitioned to the correct orientation aided by our system’s
auditory and vibratory feedback. (e) shows the Visually impaired person correctly corrected the
orientation of the ETA.

This work presents design, implementation and evaluation of a cane mountable
AI based intelligent embedded system that learns the ETA holding style of the user,
continuously detects the ETA orientation and guides the user to self-correct it through
intuitive audio-vibratory feedback. Thereby, minimizing the dependence on the trainer
and facilitating self-learning.

2 Related Works

In recent years, there have been several efforts to augment the white cane with sensing
technology to improve its detection range. These advancements provide a pre-warning
to users about obstacles in their navigation corridor. These efforts are based on ultrasonic
ranging [1–3], lasers [4], wearable cameras [5, 6] and sensors combined with a camera
[7] to not only avoid obstacles but also identify them, enhancing the overall navigation
experience for PVI. Also, there are devices that recognize user gestures [8]. Further-
more, existing research has addressed rule-based solutions to orientation correction by
adjusting sensor angles to maintain a constant angle from the ground [9].

However, these solutions often fall short in accounting for incorrect device use, all
the available solutions assume the PVI is holding the ETA in correct fashion. Hence, an
unparalleled necessity arises for a comprehensive orientation detection and correction
system that allows individuals to self-correct the orientation.
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3 Technical Approach

Wehavedeveloped a systemwhich comprises of a battery poweredEmbeddedprocessing
device interfaced to an Inertial Measurement Unit (IMU) sensor, mounted on a cane.
This system uses proprioceptive sensing to predict the orientation of the ETA as the PVI
is holding it. We train an auto-regressive neural network that predicts the instantaneous
orientation of the cane (continuous values along the vertical and rotational axes). The
predictions are then discretized and (i) converted to modulated audio buzzer sounds and
vibratory output to the user and (ii) visualized and recorded through a graphical display
and logs on the computer for the mobility trainer to analyze (Fig. 2).

Fig. 2. Overall SystemArchitecture. The system consists of an Embedded processing device with
integrated wireless transmission unit and an IMU sensor, A neural network implemented on the
device which takes raw sensor data and predicts the orientation of the device, these predictions are
modulated for controlling auditory-sensory feedback and wirelessly transmitted to remote server
for visual inference.

3.1 Neural Network and Training

Our aim is to design a neural network that takes sensor measurements as input and
predicts the instantaneous angle in both sagittal and coronal plane. Since, the choice
of the architecture was based on factors like performance, computational requirements,
parameter size, power consumption and inference time when deployed on the system.
Thus, we tested two different neural architectures: LSTM and Transformer based net-
work. The Noisy raw data from the sensor was given to the neural network to predict
the angle of the ETA. The angle predicted by the network is of 4 independent classes,
each class ∈ [0, 1]. The predicted classes are Slant, Right, Left and Vertical. We define
ŷ = Prediction(x0:t), where “x0:t” is the raw sensor signal of sequence length 300 and
dimensionality of 6. Whereas the “prediction” is the neural network prediction (Fig. 3).

The Neural Networks were optimized using TFlite [11]. TFlite optimizes the models
using operations like quantization and pruning. Additionally, it uses FlatBuffers for the
optimization of the network. With FlatBuffers, the data can be accessed directly from
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Fig. 3. Neural Network Architecture. A) The neural network takes input(X) from sensor on ETA
and predicts(Y) orientation, B) Network architecture of LSTM based neural network contains
1391 learnable parameters, C) Network architecture of transformer based neural network contains
3412 learnable parameters.

the serialized buffer without parsing/unpacking. Allowing TFlite to load and run models
faster and with less memory consumption (Table 1).

Table 1. Neural Network Architecture and parameters of LSTM and Transformer models.

LSTM Transformer

Layer name Output shape Parameters Layer name Output shape Parameters

Batch
normalization

300,6,1 4 Batch
normalization

300,6 24

Convolution 9,4,1 151 – – –

Batch
normalization

9, 4, 1 4 Multi-head
Attention

300,6 1424

LSTM 8 320 Convolution 9,1,4 1204

FCN 16 144 – – –

Batch
normalization

16 64 Batch
normalization

36 144

Dropout 16 0 Dropout 36 0

FCN 32 544 FCN 16 592

Batch
normalization

32 128 Batch
normalization

16 64

Dropout 32 0 Dropout 16 0

FCN 4 132 FCN 4 68
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3.2 Data Collection and Training Data Generation

To create our training set, 3-axis acceleration and gyroscope data was recorded from an
Inertial Measurement Unit (IMU) sensor at a sampling rate of 6660 Hz. Labelling raw
IMUdatawas challenging due to high data rate, noise (due to ETAholding/tapping by the
person) and high cost of expensivemotion capture systems to record ground truth.Hence,
to enable large scale data generation without requiring specialized external hardware,
we used a combination of classical algorithms for pre-processing and scoring of the data
to generate labels. In the data labeling process, labels were assigned continuous values
to accurately indicate the angle of the ETA within the plane. We have labelled the data
such that all the classes independently provide the angle of the ETA.

DataCollection. Wedeveloped a prototype systemwith a battery and amicro-controller
with which we interfaced a microSD module such that we can collect the raw data from
the sensor and store it in the storage device. Using this system, we collected the raw
sensor data in 3 passes, (i) Slowly moving the cane from almost vertical position (around
80 degrees) to almost horizontal position (around 10 degrees) in about 2 min. This data
was collected to generate labels for the slant class, wewill refer to this data as “raw sensor
slant data”. (ii) Slowly moved the cane from the position of extreme right to extreme left
in around the same time, this data was collected to label the right and left orientation,
we will refer to this data as “raw sensor right-left data”. (iii) For the collection of the
vertical class in which the cane was held in vertical position for about 30 s and we will
refer to this data as “raw sensor vertical data”. After the collection of raw data, we then
recorded a reference signal which was a few seconds of cane held in correct orientation.

Training Data Generation. The data generation or labeling process uses a similarity
measure technique, we used Dynamic Time Warping (DTW) [10] algorithm to find
the distance/similarity of the unlabeled data and a single correct labelled data sample.
The DTW is a useful technique for comparing time domain signals. For the similarity
calculation of the data with a reference signal, we used the 3-accelerometer axis of both
the unlabeled and reference signal, we omitted the gyroscope axis data from the signal
to avoid the dependence of velocity of motion on the labelling of data.

In the process of data generation, (i) We filtered the raw sensor data using a series
of time domain filers. (ii) We segmented the filtered unlabeled data from the filters into
sequence lengths of 300. We used this unlabeled data and calculated the distance of
this sequence and the reference signal to compute a distance between the unlabeled
data and the reference signal using DTW algorithm, (iii) We normalized the DTW
distance/similarity scores to make labels for the slant class. Similarly, we did the same
for the right left orientation data using a different reference signal to get the labels. We
define the pseudo labels generated by the label generating algorithmas ỹ=Estimate(x0:t),
where “Estimate” is the Estimated labels generated by the supervised label generation
process. We train the Neural Network using backpropagation of the loss. Mathematical
equation of Loss = L(

ỹ, y
∧)

is as follows (Fig. 4).
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The co-efficient, α = β = γ = δ = 1. (3)

Fig. 4. Label Generating Process. (a) The collected raw sensor data for slant, and right-left is
passed through a median and gaussian filter. After filtering the data is segmented to a sequence
length of 300. The segmented data is passed to a Dynamic TimeWarping based labelling algorithm
for labelling. The resulting data labels are combined to provide the labels ỹ. (b) Normalized DTW
distance scores generated using the above pipeline for the slant data, as the ETA is moved from
vertical position to horizontal position (near ref. Signal) the distance score is decreasing. (c) DTW
distance score for right-left data, as the ETAmoved from extreme right position to correct position
(near ref. Signal) then continued to move towards extreme left position the distance scores first
decreased then increased.

3.3 Hardware Implementation

Utilizing theTensorFlowLite (TFlite)API,we convert the neuralmodels to low-footprint
embedded processor compatible TFlite format and deployed them on the device for real
time operation. The system calculated the neural prediction and generated the Pulse
Width Modulation (PWM) signal using the same core of the CPU. To circumvent the
delay due to PWMsignal’s time-period, amulti-core processing approachwas employed.
Specifically, one microprocessor core was allocated for neural network computations,
while another core was dedicated to PWM generation.

Considering the constraints of limited RAMon themicroprocessor, we implemented
memory swapping with flash storage, resulting in the successful real-time operation of
the system. For user feedback mechanisms, auditory and sensory cues were employed,
utilizing a buzzer and vibration motor. These components were controlled by a vari-
able duty cycle signal originating from the microprocessor. The system was intricately
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designed to alert right and left orientations using vibrator feedback, while slant and
vertical orientations were alerted using buzzer beeps as feedback. All the system opera-
tions were powered by a 4.44-W hr. Battery. Moreover, the predictions generated by the
neural network were wirelessly transmitted to a remote server connected to the system,
facilitating visual inference.

3.4 Graphical Interface and Logging

To effectively interpret the system’s predictions, it was imperative to develop aGraphical
User Interface (GUI) capable of visualizing the results in real-time. To achieve this, aweb
server implementation was employed, owing to its rapid data transmission capabilities,
and reduced computational demands on the server side. The neural network’s predictions
are stored within the system, fromwhich a host device retrieves the data and displays the
graph, the data is also logged for an orientation and mobility (O&M) trainer to analyze
(Fig. 5).

Fig. 5. Visual Inference. The Graphical User Interface on remote host shows the orientation of
the ETA. The latency of the interface is minimized to visualize the ETA orientation in real-time.

4 Evaluation and Results

The evaluation covers three primary areas: predictive accuracy of the LSTM and Trans-
former models, user adaptability in orientation correction, and the system’s operational
efficiency on low-power edge devices.

4.1 Model Accuracy

Our system underwent evaluation on both neural networks. The labelled dataset was
partitioned into training, testing, and validation sets, consisting of 4013, 1255, and 1004
samples, respectively. The performance of each network was assessed on the test dataset,
revealing an accuracy of 96.73% for the LSTMand 97.72% for the Transformer network.
Although the labelled dataset consists of pseudo labels generated by DTW technique,
in our findings they align closely with what would be expected from actual human-
annotated data. Both networks achieve high accuracy, they still struggle in scenarios
where the right, and left orientations are very close to correct orientation (Fig. 6).



An Embedded AI System for Predicting and Correcting the Sensor-Orientation 451

Fig. 6. Confusion matrix. The above image shows the confusion matrix of the (a) LSTM and (b)
Transformer neural network using the pseudo labels generated by label generating algorithm.

4.2 Self-Correction by User

In the control trial, an adult visually impaired male participant was provided with the
cane in arbitrary orientations and tasked with adjusting it to the correct orientation using
feedback from the buzzer and vibration. Across 10 iterations with a PVI, the following
observations were made: The user successfully corrected the cane eight times, with an
average correction time of less than 5 s. The user also added that “this device can be very
useful for mobility training as they don’t have to correct the first-time user again and
again”. Notably, the user demonstrated an improvement in correction speed as the trial
progressed. Recognizing the user-specific variability in slant preferences, we identified
the need for fine-tuning the feedback mechanism to adapt to individual holding patterns.
This adaptation can be achieved through modulation equation adjustments, eliminating
the need for repetitive AI model training. The videos of user trial and GUI output can
be seen here (Fig. 7).

Fig. 7. ETA orientation and prediction. Views of different orientations of holding the cane with
their corresponding orientation angle predictions on GUI. The continuous predictions are dis-
cretized and converted to buzzer sound and vibration feedback to the visually challenged user as
well as logged/shown to the mobility trainer.
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4.3 Real-Time Evaluation

The two neural architectures had a small memory footprint with LSTM having 107 KB
and the transformer having 42 KB of space in the computer. Successful inference runs
were achieved on the Raspberry Pi Zero 2W in 18 ms and 48 ms for the LSTM and
transformer networks, respectively. In user trials, the Transformer network outperformed
the LSTM-based counterpart in prediction of correct state (Fig. 8).

Fig. 8. Neural Network comparison. The prediction latency of the neural networks before and
after multi-threading of neural network calculations and GUI calculations.

Additionally, a noteworthy observation revealed that the transformer architecture
consumed approximately 1.5 times more power than its LSTM counterpart during infer-
ence. This substantial power consumption resulted in elevated temperatures within the
microprocessor, highlighting a critical consideration for energy efficiency in system
deployment. Furthermore, the graphical user interface (GUI) offers a real-time visu-
alization of cane orientation for a trainer or family member to analyze, updating at a
refresh rate of 20 ms, enhancing user interaction.

5 Conclusions

In our research, we developed a system that detects and corrects cane orientation in real-
time, offering auditory and vibratory feedback for proper alignment. Evaluation shows
the system’s effectiveness in slow movement scenarios, yet its accuracy in orientation
prediction declines when rapid motion is experienced. Additionally, it cannot accurately
predict orientations beyond 90 ° in the coronal plane nor provide the cane’s angle in the
transverse plane. Future efforts will aim to improve the model’s robustness, especially
in fast-motion situations, and to extend predictions to include transverse plane angles
during movement.
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Designing an Inclusive Audiovisual Tool
for Museum Exploration
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Abstract. The aim of this study is to collaboratively design an audio-
visual tool for familiarizing oneself with the interior and exterior of
museums. It explores the experiences, preferences, challenges, navigation
methods, and use of wayfinding tools in museum settings among individ-
uals with vision and hearing impairments. This research aims to explore
auditory and visual elements of maps and street previews through a sur-
vey, interviews, and design discussions involving five participants who
are blind, four with low vision, and one with deafness, in collaboration
with accessibility specialists, to create guidelines for designing inclusive
interaction strategies that enhance wayfinding and spatial awareness for
both mobile and large screens.

Keywords: Accessibility · Wayfinding · Visual impairment

1 Introduction

When visiting indoor locations, people with vision impairments (VI) encounter
challenges related to environmental factors, including noise level, lighting con-
ditions, and layout complexity [9]. Digital maps present limited accessibility for
people with blindness (BL) to learn about structural, non-geometric, and acces-
sible details such as spatial layout, signs, and tactile guiding information [1,4].
In the recent years, digital maps were often used for planning, wayfinding, and
social participation for individuals with blindness and low vision (BLV) [3]. Nav-
igation studies demonstrated that augmenting route instructions with additional
cues decreases cognitive load when following route instructions [5]. A significant
challenge in route instructions is the reliance on verbal guidance alone, which
proves less effective than using tactile maps supplemented by auditory cues such
as spatial relations and soundscape information, crucial for improving navigation
efficiency among individuals with VI [8]. Recent research evaluated the accessi-
bility of web browsing systems using spatial audio cues, testing horizontal pan-
ning effects, elevated element indicators with higher pitch, and directional beeps
for page scrolling [2]. Spatial exploration techniques, enhanced with augmented
audio cues, improve understanding of image arrangement compared to relying
solely on audio descriptions [7]. In addition to guided tours, pre-recorded audio
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descriptions of art pieces are now common in museums and galleries [6]. The
use of sound is a logical solution to visual-based approaches when dealing with
people with VI. Here, we seek to add to existing research by evaluating tools
that have been used by people with BLV for accessible wayfinding to design and
propose a novel accessible wayfinding tool for public museums.

2 State of Art

Table 1 outlines the accessibility features of wayfinding tools used by BLV, who
often rely on diverse tools for navigating to public locations. We assessed the
accessibility of features, marking accessible features with an ’x’ and indicating
inaccessible ones with a dash. All digital maps offer menu access through screen
reader support and but lack audio messages. Digital maps lacked screen reader
interaction features such as pinning points and provided visual hints only when
using Bing maps. Google Maps offers audio hints for PoIs, while Microsoft Bing
had audio hints for icons, arrows, contours, and PoIs. All navigation assistants
provide menu access and route instructions, with Waze having location informa-
tion such as opening hours. Navigation assistants like SoundScape and RightHear
provide audio descriptions and street previews, with SoundScape using cardinal
directions and RightHear offering clock position and customizable relative direc-
tions. Camera apps are used for scanning surroundings with a camera to hear
descriptions. Camera apps revealed variations in features such as screen reader
support and functionalities related to text, objects, documents, QR codes, scene
review, persons, color, light, and additional features like Envision Glasses and
in-person support Camera apps such as Seeing AI and Envision support screen
readers, with Seeing AI and Envision also providing color recognition.

Table 1. Accessibility Review of Maps, Navigation Assistants, and Camera Apps

Digital Maps
Criteria Google OpenStreet Apple Microsoft Bing
Hints PoIs – – Icons, Contours, PoIs
Coordinates x x – –
Landmarks Mouse Nearby Search this area Around & ahead of me
Navigation Assistants
Criteria GoodMaps SoundScape RightHear Lazarillo
Directional GPS – Cardinal Clock Position Relative (Customizable)
Audio Descriptions – x Audio Recording x
Street Preview – x x Tracking
Camera Apps
Criteria Seeing AI Magnifier Envision Be My Eyes
Screen Reader Support – x x x
Color x – x In Person



456 M. Erdemli

Previous studies have examined how spatial information is effectively con-
veyed through various representations of visual, tactile, and audio maps [5]. Stud-
ies have shown that auditory and visual exploration tends to be more selective,
on the other hand tactile exploration requires methodical approaches. Accessible
visual maps are advised to avoid semantic overload [8], while tactile map have
clear elements ensuring clear elements and well-spaced labels to improve read-
ability and comprehension [11]. Table 2 groups spatial information into graphic,
map, tactile, and audio types, including size, area, dimension, descriptions, show-
ing how different senses help understand space.

Table 2. Spatial information conveyed through different senses

Graphic variables Map variables Tactile variables Audio variables

Size Area Dimension Descriptions
Value Icons, text Label, braille Audio cues
Texture Geometry Texture Environmental sound
Color Terrain Elevation Descriptions
Orientation Pinned indicators Landmarks Directional cues
Shape Environment Facets Alert

3 Methodology

3.1 Apparatus

In the proposed museum audiovisual tool for exterior and interior of the museum
two concepts were presented: large screen prototype for exterior and mobile pro-
totype for interior. In the large screen prototype, participants experienced a
demonstration of audiovisual interaction patterns for maps and detailed auditory
route descriptions for street preview levels, facilitating wayfinding to a public
museum. Facilitator demonstrated zooming and camera interaction techniques
for exploring points of interest initiating from a bird’s-eye view, complemented
by additional audio cues. The mobile prototype featured a portrait layout design.
The middle screen displayed the interior view of the museum, the top screen pro-
vided a minimap of the museum, and the bottom screen was designated for closed
captions. Participants listened to audio cues and audio descriptions to familiarize
themselves with the museum’s interior wayfinding, while the facilitator adjusted
settings based on participants’ preferences (See Fig. 1).

Graphical Elements. For the indoor audiovisual tool, a virtual view and a
minimap was redesigned with Adobe Illustrator from the current exhibits on
the website of the museum. Locational data was exported using geolocation
databases such as Google Maps API, and Google Earth was used for creating a
route for exterior wayfinding experience of the museum. Adobe After Effects and
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Fig. 1. Interior of museum, minimap and interior view with closed captions

Premiere was used to generate audio beacons triggered by the proximity of the
camera. As the camera approached, accompanying text displayed alongside the
audio cues faded in, enhancing the participant’s awareness of nearby elements,
and facilitating navigation within the virtual environment. Graphical elements of
the audio cues were icons and text elements placed of the map. Cues were recog-
nizable based on their saliency and relevance within the context. The graphical
elements consist of accessible information in the environment. For this inclusive
design we created audiovisual cues for doors (e.g., entrances, exits, elevators),
paths (e.g., crosswalks, stairs, ramps), landmarks (e.g., train station, bus stop,
river), zones (e.g., terrain, trees), with directional cues (e.g., routes, arrows) (See
Fig. 2).

Audio Elements. Audio elements were designed to evaluate if they convey
information about the environment, objects, interaction, and obstacles. Audio
elements include audio descriptions or audio clips that were compared by partic-
ipants with VI. Researchers have examined this technique and discovered that
integrating verbal explanations with audio elements proves serve as an efficient
method for wayfinding [10]. Audio cues played crucial roles in enhancing par-
ticipants’ familiarization with both the interior and exterior of the museum,
providing orientation, guiding them to key areas, and immersing them in their
surroundings.

Interior museum prototype was collaboratively designed with audiovisual
cues to enhance spatial awareness. Ambient sounds were used to increase
immersion and provide locative information, while audio descriptions offered
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Fig. 2. Exterior of museum, audiovisual cues with closed captions

route descriptions and obstacle warnings. Audio descriptions provided landmark
descriptions to aid in map navigation and route exploration. Directional cues sup-
ported spatial orientation. Participants listened to audio descriptions of routes
and surrounding accessibility features, with audio beacons serving as cues for
navigating from person-to-object. Object-to-object cues were conveyed through
audio beacons, in accordance with directional proximity. For the exterior museum
prototype, various audio cues were presented to participants, including audio
descriptions of point of interests, sonification pitches indicating map zooming,
directional cues indicating north or south, alerts for barriers, audio descriptions
of nearby points of interest, directional audio beacons to adjacent accessibility
features, and background ambient sound while panning, zooming, and transi-
tioning between areas.

3.2 Procedure

Our data collection procedure involved conducting a survey, in-person and online
design meetings and collaborative discussions. Participants first completed a
twenty-minute survey with single-select and multiple-select multiple-choice and
open-ended questions about their museum experience including challenges and
barriers in wayfinding. For the second phase of the survey a video for the concep-
tual design was presented and participants answered questions about the audi-
tory cues and visual cues and their preference for auditory interaction methods
when used with wayfinding tools. The audiovisual cues were customized based on
participant feedback during interviews. By customizing and positioning audio-
visual elements within the prototype, our aim was to enhance navigation for
participants with VI by enriching auditory information on visual wayfinding
tool. Our goal was to provide participants with VI with comprehensive auditory
information for effective wayfinding and spatial orientation. Additionally, audi-
tory route descriptions with closed captions are intended to improve wayfinding
for participant with hearing impairment, enhancing the immersive and inclusive
experience of audiovisual tool.
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3.3 Participants

The study included ten participants, averaging forty-five years old. Five reported
blindness (BL) and four low vision (LV), and one deafness(DF). Five out of ten
participants with BLV having vision difficulties before the age of eight, with one
having hearing difficulties since childhood, with an average onset age of around
eighteen. Eight participants were from North America, one from Europe, and one
from Asia. Educationally, three have High School degree, two Bachelor’s, four
Master’s, and one associate degree. Most visited museums yearly, one monthly,
and one weekly. Many used digital maps and navigation assistants daily, while
those with vision impairments integrated camera apps into their routines; the
participant with DF did not use them at all.

4 Results
4.1 Survey

Participants have different habits when traveling to museums alone, one trav-
eling weekly, one once a month, and the rest once a year. Out of the total ten
participants, nine have visited the art museum, seven have visited the history
museum, and six have visited the science museum. All participants were inter-
ested in indoor museums, five outdoor exhibitions and three online museums.
Participants have diverse preferences when visiting museums, eight out of ten
participants prefer guided tours, lectures, or seeking assistance, with the excep-
tion of one individual with DF and one with BL. Among the participants seeking
assistance, only two used indoor mobile apps or audio guides, and one participant
with LV received verbal directions from family members. During indoor naviga-
tion, only one participant with BL used camera apps to follow directional sig-
nages at museums or to read museum maps. Regarding museum collections, eight
prefer science and technology displays, three prefer historical exhibits, five prefer
art galleries, and seven are interested in special exhibitions. Five enjoy interac-
tive activities. Participants were asked about museum navigation barriers. Six
chose physical obstacles such as stairs or ramps, seven considered crowded areas
as barriers, eight mentioned lack of accessible signages, five selected difficulty
discerning between sections and exhibits. Regarding accessible cues for museum
navigation, six out of nine BLV used structural landmarks such as handrails and
walls. Two participants used custom signage or landmarks within the museum,
while two relied on sidewalk patterns or tactile guiding systems. Seven priori-
tized barriers inside a museum, with six considering doors and stairs essential,
and four deeming art pieces necessary. When visiting, five typically search for
information about specific artworks or artifacts, five are interested in exhibit
history or culture, and seven seek interactive activities. Locating amenities such
as restrooms or cafes was also highlighted by five respondents.

4.2 Interviews

During the interviews participants shared their views on the effectiveness of
auditory cues and audio descriptions for museum navigation. Majority of the
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participants found audio descriptions for describing the map pinpoints helpful,
while others had varied opinions. Most participants found the sonification sounds
indicating map zooming effective. Audio descriptions on maps were generally
heard as effective, though some participants found them more of a hindrance.
Participants preferred measurements as steps for short distances, meters/feet for
rooms, avoided counting stairs individually, was familiar with cardinal directions
for object-to-object orientation, and used clock directions for self-orientation.
Directional cues like sounds indicating north or south were considered help-
ful, and alerts for barriers were deemed very important. Participants preferred
clear distinctions between bigger and smaller areas on maps and enjoyed hearing
environmental sounds and verbal descriptions while exploring with audio cues.
Sonification of landmarks and background sounds were helpful for navigating
the museum exterior, and ambient background sound during map panning was
important for immersion. Overall, audio beacons guiding to adjacent features,
verbal descriptions of nearby points of interest, and background sound changing
by location were found most helpful for navigating museum maps. Participants
mentioned the importance of audio cues in navigating public spaces like muse-
ums. They highlighted how audio cues can enhance accessibility for individuals
with vision impairments, providing vital information about their surroundings.
Participants emphasized the need for clear and consistent audio cues, such as
announcements and verbal directions, to aid in wayfinding. Additionally, they
recognized the role of technology in delivering audio information effectively, sug-
gesting the integration of audio guides and smartphone applications. The inter-
views highlighted how audio cues promote inclusivity and independence for indi-
viduals with visual impairments when familiarizing themselves with locations.

5 Conclusion

Our review of wayfinding tools has highlighted some essential issues, such as lack
of visual hints, audiovisual audio beacons, detailed audio descriptions, and scal-
ing methods for audiovisual maps. Our design objectives focused on designing
an interaction flow specifically designed to get familiar with interior and exte-
rior wayfinding for a museum. The assessment process involved testing audio
beacons and sound effects to provide directional cues, aiming to enhance spa-
tial awareness with audio descriptions to enhance overall an accessible digital
wayfinding experience for VI. Sequential methods enhanced learning, offering
structured guidance, while auditory cues improved spatial awareness, allowing
participants to experience accessible elements in an immersive wayfinding expe-
rience. Exploring new technologies, such as machine learning for object recog-
nition, could facilitate the integration of audio cues for providing automated
geographical information, aligning with accessibility guidelines.
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Abstract. Blind and low vision people tell us that they often face unexpected
accessibility issues. Videos, images, some digital documents, graphics, artworks
such as paintings or sculptures are accessible mainly through vision. They need
other alternative solutions, involving other senses, in order to experience daily
life challenges and enjoy a (multimodal) aesthetic experience induced by artistic
or sonic interactions. We introduce “Blindness Gain” where blind and partially
blind people benefit from access to a multisensory way of being which celebrates
inventiveness, imagination and creativity. The perception is presented through a
practical-sensitive approach as the interweaving of the five senses that commu-
nicate with each other, one in the other. Finally, the articles in this session are
introduced as ICT mediation tools with different perceptions to advance in the
usability of the proposed systems.

Keywords: Blindness · Low Vision · Perception · Information and
Communication Technology

1 Introduction

In our daily life, blind and partially blind (BPB) people face unexpected accessibil-
ity issues. Videos, images on digital documents, graphics, artworks such as paintings or
sculptures are accessiblemainly through vision (“visual art”). But they benefit from alter-
native solutions, like audio descriptions, involving other senses, in order to experience
daily life challenges and enjoy a (multimodal) aesthetic experience induced by artistic or
sonic interactions. While BPB people are traditionally considered as the primary users
of these alternatives solutions, some of them can also benefit to young children, par-
ticularly those acquiring language, elderly people who are losing visual acuity, people
with limited attention spans or other cognitive disabilities, people who are temporarily
disabled through illness or injury, migrants and tourists for whom a local language is not
well known, economically and socially disadvantaged groups who are unfamiliar with
or alienated by traditional ways of experiencing and engaging with visual challenges,
and people who do not process information in a primarily visual way.
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In general, any public will benefit from multimodal initiatives such as audio-tactile
accessibility to the “visual life”; this includes both blind and non-blind visitors. This
requires a necessary move beyond ocular-centric assumptions about perception towards
a truly inclusive enriched experience for all. (“post-ocular centric perception”). Trials of
tactile presentations of objects exist in research laboratories and are evaluated by BPB
people.

Issues such as new multi-modal stimulation devices, models of perception emerging
from stimulations, the simplified presentation of objects whilst still achieving the “con-
servation of meaning”, multimodal data fusion, etc. are frequently investigated around
the world.

However, BPB persons are not only interested inmultimodal presentations of objects
or documents, but also in the physical accessibility for everyday challenges as for exam-
ple the expiration date detection and recognition of products while shopping and self-
guidance through the buildings. Specific wearable technologies and specific adaptable
guides for indoor (and outdoor) navigation are necessary.

Therefore, the objective of this session is to provide an introduction of Informa-
tion and Communication Technologies (ICT) based solutions for accessible documents,
objects, music and artworks, virtual work space and possible progress beyond. In Sect. 2
we introduce perception as a multisensory fusion and as a practical-sensitive approach.
In Sect. 3 we present the concept of Blindness Gain and the inclusive co-creation of
audio descriptions. Finally, in Sect. 4 the articles in this session are presented through
an approach of ICT mediation. The Sect. 5 closes this introduction, and proposes some
items for a possible « road map» for multimodal inclusive approach.

2 Perception

In the most popular meaning, the world « perception» is assimilated to « sensory percep-
tion», i.e. the “immediate” perception that our senses deliver to us, as direct information
(multimodal approach). The term“sensation” is also used in a broader sense also covering
emotions»; this broader definition is essential in the case of “impaired” senses.

Perceptual phenomena have at least the two following characteristics in the case
of “not-impaired” sensors: the permanence of operation [12], and the permanent «
on/input» status. Our sensors transport to the brain the acquired data (raw or partially
(pre-)processed (as in the housefly eye), [13, 14]). In some specific situations (such as
medical or voluntary cognitive anesthesia) our brain cannot ignore the perceived data;
it fuses/integrates them (consciously or unconsciously) in a percept (a perceived object)
(a multisensory fusion).

Today’s world is built by sighted people for … sighted people, despite of the fact
that many information on the observed objects are not visual. If you see an image of
an orange, you can recognize it as such, but you cannot directly appreciate its weight,
its ruggedness, neither its taste nor smell. Consequently, the world presentations based
on visual data only is a barrier to the real-world perception, interpretation and ad hoc
interaction with it.

Finally, theworld perception shouldbe studiedwithamultimodal inclusive approach,
so any person, with/without “impairment”, can understand it, share its perception with
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others and tune it for their own (interactive or not) purposes., and better memorize it
[11].

Marion Ink [10] proposes to set aside the sensory understanding of perception in favor
of the practical-sensitive approach to perception. She insists on the idea of conceiving
perception as the interweaving of the five senses that communicate with each other, one
in the other. Three concepts emerge in her paper:

1) A particular situation can be interpreted with some central or diffuse indices in amore
complete way. Diffuse indices are usually “taken for granted” but our perception
records them despite us. Everybody has the experience of these indices but BPB
people use them to solve their everyday challenges. Our blind colleague, Frederic,
told us one day that when he listened to the rain, he could feel all the objects in his
environment by the diffuse sound every object produced with the raindrops.

2) The perception of a situation necessarily includes the perception of individuals who
perceive the situation themselves. In this respect, it is collective and affective from the
outset. The observation is indirect, any change will have an effect on other elements.
Blind and low vision people search for diffuse indices to solve problematic situations
and often use these skills individually or collectively.

3) Individuals learn sensitive-practical skills from their interaction partners. They also
transmit these skills with time to people close to them. They sometimes even develop
a perceiving body together by synchronizing and completing their practical-sensitive
skills. In this respect, the term “practical” makes it possible to account for the collec-
tive, social, processual and affective character that constitutes the perception of each
individual.

3 Blindness Gain and Audio Description

The term “blindness gain” was introduced by Hannah Thompson [8, 15] as a parallel
to the notion of “deaf gain” coined by Bauman and Murray [16], Rosemarie Garland-
Thomson’s concept of “disability gain” [17] and Georgina Kleege’s reflections on “gain-
ing blindness” rather than ‘losing sight’ [18]. Blindness gain considers that blindness in
not a problem to be solved, but a benefit of a new perception of the world. Blind and
partially blind people may discover in a multisensory way the world and that boosts their
inventiveness, imagination and creativity. “Non-visual living is an art”. The blindness
gain benefits to ANY person, and leads to new ways to share the same space (cultural
and work spaces, schools).

Thompson and Chottin [9] add that for BPB people that way of considering life
brings productiveness and appreciation of “visual art” through audio descriptions.

3.1 Pragmatic Approach to Perception: Inclusive and Co-created Audio
Descriptions, a Case Study

Hereafter, an experiment to create inclusive audio-description of some artworks is pre-
sented. This experiment has been led jointly by the University of Rouen, France, Royal
Holloway University of London and by the National Research Centre (CNRS, France).
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Using the concept of blindness gain, which is part of critical disability studies and
more precisely critical blindness studies, and the idea of a practical-sensitive approach
to perception named “Co-Created Inclusive Audio Descriptions” have been produced.
Several types of works (paintings, embroidery, Bayeux Tapestry [19], The Apocalypse
Tapestry [20]) belonging to so-called “visual” art have been used to realize the relevant
ICAD [23].

A partially blind person offers an initial description of the work, which is preserved
as it is. The partial blindness indeed offers an original point of view on artwork, which
deserves to be known and disseminated. Then, a dialogue is established between blind,
sighted and partially blind people, and a second description is created, guided by the
blind people’s questions.

Our methodological approach is in line with that of Sophie Calle, who, as early as
1991, with her exhibition entitled “Blind Colour” presented in MET, NY [21], asked
partially blind people to describe monochrome paintings, and, in 2023, on the occasion
of the exhibition “À toi de faire, ma mignonne” [22], offered the public multi-vocal
descriptions of Picasso’s paintings hidden from view (See Fig. 1). For Calle, blindness
is not a loss, deficiency or “disability”, but has a whole range of aesthetic potentialities
(blindness gain).

From there, it is possible to consider that all the access devices made available to
blind and partially blind people do not constitute tools, created by volunteer benefactors,
intended to compensate for an “impairment”, but co-created instruments that expand the
always collective, social, processual and affective dimension of the act of perceiving.

Fig. 1. Sophie Calle’s exhibition “À toi de faire, ma mignonne”, offered the public multi-vocal
descriptions of Picasso’s paintings hidden from view.

The implementation of the inclusivity principle in the design of new ICT tools is
addressed in Sect. 4 which introduces this special session papers.

4 Information and Communication Technology Mediation

Seven papers constitute the Special Thematic Session. They can be grouped in three
categories:
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– Four communication present the design of inclusive multimodal devices for VIP
accessibility to different data;

– Two communications consider the inclusivity in the workspace;
– One communication proposes an extension of the accessibility implementation with

recent technologies.

4.1 Design of Inclusive Multimodal Devices

Redon et al. [5] study different technologies, tactile graphic techniques and supports
to allow haptic exploration of bi-dimensional artworks. To evaluate their impact on the
museumvisitors’ experience, the authors seek to establish the benefits and drawbacks and
look for further improvements. Several tactile supports have beenused in this experiment:
a tactile book with embossed paper, a swell paper representation, a 3D printed puzzle,
and a haptic device, named F2T (Force Feedback Tablet). BPB and sighted participants
were tasked to explore these supports accompanied by audio descriptions.

Luo et al. [4] explore human visual attention when observing artworks to create
audio descriptions that will guide tactile exploration via a force feedback tablet F2T.
To find the semantically important elements (as the centered focus – to be completed
by diffuse information), authors tested with an Eye-tracker people’s behavior when
observing scenes with and without audio description. The collected data and the small
dataset constituted from images of the Bayeux Tapestry is used to train a deep learning
model. This model aims to predict saliency on other images.

These two communications contribute to the design of a new multimodal (tac-
tile/haptic, audio and vision) tablet (named Force-Feedback Tablet or F2T). The F2T
is based on multimodal data which assist fusion done by human brain. This inclusive
tablet (today of the TRL 2–3) aims to be helpful to any museum visitor (BPB and
sighted people) as it provides tactile/haptic presentations and/or audio description of a
painting. Both representations of an artwork will induce a new aesthetic experience and
better understanding of the artwork content of the considered artwork, and will make
more memorable museum visits ([19, 21]). Such system awakes our imagination and
the creativity.

Vetter et al. [6] present the research results of an in-depth exploration of inclusive
and interactive digital music practice with regard to accessibility barriers in the field
of computer music software and hardware. Based on the collaboration of BPB and
sighted musicians and researchers, new concepts were developed for tangible computer
interaction, focusing on interfaces that are both accessible and enable professional artistic
expression. The system inspires creativity and may also be used by sighted for their
immediate music generation. It is “inclusive” and based on multimodal (music, haptic
touch) perception and fusion done by human brain.

Treml et al. [2] analyze the potential of a virtual reality hand tracking system from
Ultraleap to be used for braille finger tracking. The aim is to see if the system is accu-
rate enough to reliably detect the braille cell that is currently the focus of the reader’s
tactile perception. The system introduces the concept of Active Tactile Control (ACT)
to improve the accessibility of an information displayed on a braille device.
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4.2 Accessibility Implementation with Recent Technologies

Remote collaboration especially in mixed-ability teams makes different individuals face
different challenges.Kaschnig et al. [1] analyze remote collaborative interaction between
sighted and non-sighted users who worked together on a problem-solving task. They
consider the perception and closeness of collaboration, assistance and communication
among team members, disruptive elements, workspace awareness, territoriality, or trig-
gers for problematic situations, and indicates both, challenges but also potentials of
collaboration within mixed-ability teams.

Ina [7] explores the challenges faced by “visually impaired” individuals using screen
readers in the workplace and proposes the development of assistive tools to address
difficulties related to screen reader compatibility, image and character recognition, inac-
cessibility of PDFs, icons without alternative text, and inadequate visual layouts. The
paper identifies also new challenges for future screen readers.

4.3 Inclusivity in the Workspace

Takeuchi and Suzuki [3] propose a system for recognizing expiration dates of perish-
able food products. To solve the problems of skewed, misaligned, or partially miss-
ing date images, authors use Spatial Transformer Network (STN). The experimental
results showed that the system was able to achieve a high recognition rate of 99.42%
for the dataset without dates images with spaces and 98.44% for the dataset with dates
images without spaces. Authors pledges in the favour of a clear integration of the object
recognition concept when implementing accessibility principle.

5 Items for “Road Maps”

The design of new ICT devices having a significant social benefit expected by the tar-
geted population (BPB in our case) and a benefit of social progress as well as personal
development is very complex. Addressing all implementation principles listed in the
paper requires multidisciplinary knowledge (philosophy and social science included),
excellent high-level technical know-how, and deep understanding of “impairment” and
its potential temporal evolution.

To our best knowledge, there is no clear roadmap for such ICT system developments,
despite of the European Commission « The Strategy for the Rights of Persons with
Disabilities 2021–2030» [24]. Some points, which may be parts of a such road map, are
proposed.

– Establishment of philosophic bases of perception and percept emergence.
– Investigation of physiological and neurocognitive bases for sensory data acquisition

and stimulations communications throughout the brain.
– Co-creation of inclusive tools with sustainable design.
– Careful usage of Artificial Intelligence (as usually AI designed solutions are more

quantitative than qualitative).
– Open-design platforms (which may be improved in collaborative way) for such tools

design and simulation, before their physical realization.
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– Ergonomic (displayed data refreshment and precision, relevant presentation, supports
for haptic exploration (automated or not), wearability, etc.)

– Evaluation with new, precise methodology and tools allowing to quantify in details
the obtained performances of the prototypes of TRL 6–8.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. The purpose of this study is to explore human visual atten-
tion when observing artworks to create audio descriptions that will
guide tactile exploration via a force feedback tablet F2T. To find the
semantically important elements, we tested with an Eye-tracker people’s
behaviour when observing scenes with and without audio description.
The collected data and the small dataset constituted from images of the
Bayeux Tapestry will be used to train a deep learning model. This model
aims to predict saliency on other images. We use three models to predict
images of Bayeux Tapestry: Resnet50, TransalNet, SAM-LSTM-Resnet.
We can see that after the training phase on our dataset, the predictions
of chosen model (SAM-LSTM-Resnet) are closer to the ground truth and
have better correlation, which is a significant improvement over the same
model learnt with only the original dataset.

Keywords: Accessibility · Artworks · Saliency detection · Blind
prople · Deep learning

1 Introduction

In museums, blind and partially blind people are restricted in their movement
and find it difficult to appreciate artworks in an autonomous way. To facilitate
access to cultural places for people with different visual abilities, an academic
prototype was designed to assist museum visitors. This haptic device, F2T (Force
Feedback Tablet) [1] was developed with the aim of allowing everyone to perceive
an image of a two-dimensional work of art (see Fig. 1) with the guidance of an
audio description. However, to avoid too much information to transmit via F2T,
we need to analyze important elements of the image. The research question will
be: what kind of elements human eye is naturally attracted to while observing
artworks?

To find the semantically important elements, we tested with an Eye-tracker
people’s behaviour when observing scenes with and without audio description.
The small dataset constituted from images of the Bayeux Tapestry will be used
to train a deep learning model. This model aims to predict saliency on other
images.
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Fig. 1. F2T Force Feedback Tablet used to transmit a haptic impression of a virtual
image. The joystick moves in 2D under the impulse of two motors on the horizontal
and vertical axes.

2 State of the Art

Before starting the eye movement experiment, we should first understand what
visual attention is. Visual attention consists of two different types of attention:
overt visual attention and covert visual attention.

As in the study presented by Olivier Le Meur [2], overt visual attention can be
observed. When people consciously want to focus on a certain area or object, they
make noticeable head or eye movements to focus their gaze on that area. Covert
visual attention uses external perception to perceive the environment without
moving the head or eyes. This type of attention is not easy to detect. So, in our
experiments, we use overt visual attention, because it can be directly detected
by Eye-trackers through eye movements. However, our attention abilities are
affected by many influences, especially prior knowledge (top-down attention)
and the influence of stimuli (bottom-up attention), as presented in Orquin’s
study [3]. Some researchers work on attention methods and are interested in
deep learning methods.

Special attention is given to predicting saliency maps related to human eye
gaze, Cornia et al. [4] used the saliency-based attention model LSTM. Lou et
al. [5] used Transformer to improve the performance of salient regions detection.
Simonyan et al. [6] used Resnet to create saliency maps. As part of this paper,
we start by evaluating different deep learning models on a database consisting of
Bayeux Tapestry images [8]. This is a historical embroidery depicting the story
of William the Conqueror’s conquest of England. It is 70m long and 50 cm high.
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3 Methodology

3.1 Eye-Tracker

48 participants (nm = 33 males, nf = 15 females), all volunteers (between 21 and
64 years old), took part in our Eye-tracking tests. Since the Eye-tracker cannot
detect correctly the gaze of partially sighted participants, we chose to have only
sighted participants. The test of one partially sighted participant produced data
that was not usable. The other participants were all sighted.

The participants were invited to sit in front of a computer and observe images
of the Bayeux Tapestry. Before the experiment began, participants were informed
of the purpose of the experiment. They were asked to fill in their personal data
and sign an informed consent form for the use of their data. In the experiment,
the Tobii Pro Fusion brand Eye-tracker device [9] was placed below the screen
(see Fig. 2). It operates at a sampling frequency of 250Hz. The distance between
the device and participant’s eyes is 60 cm in average.

Fig. 2. A participant observes the images on the screen.

In the experiment, first, each participant calibrated the eye tracker, 9 points
were continuously displayed at the different positions on the screen in a certain
order. Participants were asked to observe them as instructed in the calibration
procedure. Then the images of the Bayeux Tapestry were displayed continuously
on the screen for 6 s. Each participant will observe the images of several scenes.
The images of one scene included a brief audio description and the other scenes
were without audio description. Each participant will observe approximately 85
images. To avoid eye strain, participants had the option to take a 2-minute
break after observing approximately 40 images. Between two images, a gray
background image appears with a cross in the center of the screen. This gray
background will be displayed for 1 s to concentrate the gaze in the centre of the
screen. The display of the images starts with the full image and then images
subdivided into multiple thumbnails for one scene (see Fig. 3). A total of 314
images from 28 scenes of Bayeux Tapestry were tested. Finally, participants
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were asked to answer a questionnaire with a Likert scale and some open-ended
questions.

Fig. 3. Example of images displayed.

3.2 Deep Learning

In the literature, some researchers have worked on attention methods with Deep
learning methods. The learning models used by the authors of these articles are
supervised. In supervised learning, the model attempts to discover structure or
regularities from the data with labelling of the input data. These models cover a
wide range of architectures in the field of supervised learning, including Convo-
lutional neural network, Transformers, and Long Short-Term Memory (LSTM)
Networks. When training these deep learning models, researchers typically use a
variety of loss functions to measure the difference between the model predictions
and the true labels and tune the model parameters by optimising the algorithm
to minimise the loss. When adjusting the parameters inversely based on the
loss values obtained, the model encounters problems such as gradient explosion
and gradient vanishing, which are solved by residual connection, different acti-
vation functions. For images from Bayeux Tapestry, we tested three different
models using Salicon and ImageNet database: ResNet50 [7] (a model with a
simple architecture), SAM-LSTM-RESNET [4] and TranSalNet [5]. ResNet50 is
using a 50-layer Convolutional Neural Network with some residual connection to
avoid exploding gradient or vanishing gradient. SAM-LSTM-RESNET is using
an LSTM. TranSalNet is using a Transformer model, Encoder with 3-layer Con-
volutional neural network, Decoder with 7-layer Convolutional neural network.
We use these three models to predict our images. We chose the model whose
results are the closest to the ground truth data from the Eye-tracker, and we
used this model to train a new dataset consisting of eye-tracking test results.
The new dataset has the same format as Salicon.
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4 Results

4.1 Eye-Tracker

Two types of visualization were generated from the collected Eye-tracker data:
heat maps and gaze plots. We obtained approximately 33,000 fixation points
and 3,000 saccades points per participant. We obtained heat maps per image for
7 people in average (see Fig. 4 column 2). We observed that, most participants
focused on the faces of the human figures as well as the text.

4.2 Deep Learning

Comparison. We use three models to predict images of Bayeux Tapestry. As
presented in the picture 4, we can observe that the ResNet50 (see Fig. 4 column
3) and TranSalNet (see Fig. 4 column 5) model results are diffused and that the
eye-tracker results are more specific to the region of interest. So, we chose SAM-
LSTM-Resnet model (see Fig. 4 column 4) for further training. As our dataset
only has 314 images, we chose the model whose results are the closest to the
ground truth for training.

Fig. 4. Comparison of ResNet50, SAM-LSTM-RESNET, TranSalNet models.
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Training Results. After the training phase with our dataset, we can compare
the learned predictions with the Eye-tracker results. We can observe that the
main salient points given in the Eye-tracker results are successfully predicted. In
the example of Fig. 5(see Fig. 5 column 4), the faces are usually well detected.
However, other elements (e.g. boats) are not considered salient regions.

Fig. 5. Prediction by SAM-LSTM-RESNET.

Fig. 6. Metric.
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We calculated multiple metrics to compare the results before and after deep
learning on our dataset, and we chose three typical metrics to draw as line
graphs (see Fig. 6). AUC judd calculates the area under the curve of the ROC
curve, Similarity metric calculates the similarity between the predicted image
and the ground truth, Correlation coefficient calculates the correlation between
the predicted image and ground truth. The closer the value of each of these three
metrics is to 1, the closer the predicted image is to the ground truth and the
more relevant it is. We can see that after the learning phase on our dataset, the
predictions of SAM-LSTM-Resnet (blue line) are closer to the ground truth and
have better correlation, which is a significant improvement over the same model
learnt with only Salicon dataset.

5 Conclusion

In this article, we conducted eye-tracking experiments on 314 images of the
Bayeux Tapestry under two experimental conditions (observation of images with
and without short audio descriptions). With a small database, we were able
to train a learning model to predict areas of salience and thus generalise the
location of the observer’s attention. Characters (faces and hands) and text were
observed to be the most salient elements in the images. The next stage of the
project will involve adapting databases dedicated to the observation of works
of art. An exhaustive comparison of learning models will have to be carried out
in order to obtain more accurate predictions from images of works of art that
include features (architecture, characters, animals, plants, etc.) from the Bayeux
Tapestry. Then, the Eye-tracker will be used to guide the haptic exploration of
the elements to be discovered in the scene observed. In the future, our work
will involve these salience maps to create representations of works of art that
can be used by the F2T (see Fig. 1) to help blind people perceive these works
of art more effectively, in particular for adapting audio descriptions with haptic
exploration.

Acknowledgments. We would like to thank all the participants in our study. This
research work was sponsored by NormaSTIC, an organisation of Normandy University.
The database was produced as part of the ANR IMG ANR-20-CE38-0007 project.
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Abstract. Artwork accessibility is a major issue for blind and par-
tially blind museum visitors. To that extent, tactile graphic techniques
and supports have been developed to allow haptic exploration of bi-
dimensional artworks which is not always available in museums. This
study aims to compare different technologies with a focus on the Tapestry
of the Apocalypse, located in the Castle of Angers, France. To evaluate
their impact on the museum visitors’ experience, we seek to establish the
benefits and drawbacks and look for further improvements. Several tactile
supports have been used in this experiment: a tactile book with embossed
paper, a swell paper representation, a 3D printed puzzle, and a haptic
device, named F2T (Force-Feedback Tablet). Blind, partially blind, and
sighted participants were tasked to explore these supports accompanied
by audio descriptions. Participants were presented with several Likert
scale and open-ended questions to rate their general feeling. Overall,
all the conditions received good ratings from the participants. However,
more nuanced comments were gathered on each condition. New ways to
improve the technologies have been proposed through users’ feedback.

Keywords: artwork accessibility · multisensory exploration

1 Introduction

The Tapestry of the Apocalypse is a unique artwork of the fourteenth century.
Recognized as the world’s largest collection of medieval tapestries, this document
is a 104m long and 450 cm height medieval set of tapestries. Throughout 84
scenes, mythology and middle age reality are mixed. To facilitate the accessibility
of this artwork to all, the Castle of Angers offers special guided visits to blind
and partially blind (BPB) people. However, those visits are limited and must be
scheduled with a minimum of five persons. Independence of navigation and art
appreciation have been demonstrated to improve satisfaction and increase the
motivation to discover art [2].
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In this paper, we will focus on art appreciation. We attempt to find different
audio-tactile systems adapted to the BPB audience. A tactile book of the castle
and its tapestry is already available in the castle shop [3]. Yet, this tactile board is
not in open access inside the castle. Furthermore, to our knowledge, no study has
been published on tests made with BPB people on this tactile book. Moreover,
this book has not been designed to be used with complete autonomy, with some
advice being given inside for helpers.

To reduce the cognitive overload generated by the large-scale integration
of tactile information through touch we propose alternative methods of tactile
exploration. These new audio-tactile exploration methods are composed of swell
paper representations, 3D prints, and a force-feedback haptic device. Our three
new experimental systems aim to be inclusive and in the end, to be used with
complete autonomy. By comparing all of those methods we attempt to find the
advantages and drawbacks of each method with the aim of improving them in
order to get the most adapted system.

In the first part of this paper, we describe all of the systems and the expe-
rienced method. Then we compare the participants’ feelings and comments for
each system. A conclusion on those tactile systems follows, along with a discus-
sion on the possible ways to improve them.

2 State of the Art

In the literature, the representation of 2D artworks like tapestries or paintings
is mostly transcribed to 2.5D presentation [14]. Edman [5] listed a multitude of
materials to support tactile graphics (e.g. swell paper, vacuum-forming). These
supports are still used by experts specializing in the transcription of images for
BPB people through simplification. To create these representations, guidelines
have been established to achieve better haptic perception by the Braille Asso-
ciations [1]. Those techniques and guidelines are used to create the swell paper
representations presented in this paper.

However, it has been shown that the tactile sense is not enough to pro-
mote independent exploration, especially for 2D artworks. It is recommended
to complement the experience by presenting auditory information, such as
audio-description [4,13]. To make visual presentation accessible to BPB people,
most researchers will look into cross-modal concepts through visual-to-tactile or
visual-to-auditory cues. As such, all of our tactile experiences will be supported
by audio descriptions (AD). Though there is no consensus known on how to
design artwork representations for BPB people, most researchers in this domain
will look into an iterative approach involving the targeted population. Kobayashi
et al. [8] proposed an iterative approach involving BPB people to create a repre-
sentation with progressive details of the “Storm below Mount Fuji” by Hokusai
on swell paper. Raynal et al. [11] proposed the use of tangible graphics and an
interactive interface in an educational setting in the form of a board game for
the BPB. They showed that this type of device improves collaboration between
people with different levels of visual acuity, thus promoting an inclusive design.
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Our work is in the same vein and intends to use this experience to improve
our tactile models based on the feedback we receive. However, it is difficult to
evaluate if the created devices will be effectively used in the museum context.
Our goal is to not isolate BPB museum visitors from other visitors. This is why
it is important to involve people with different visual abilities to approach an
inclusive design [9], which we will apply for our experiment. According to our
knowledge, no research has been conducted to compare multiple audio-tactile
devices in an inclusive setting. To that extent, this article has the objective of
looking into the relevance of art representation methods and their impact on
the museum experience for an inclusive audience. The next section will focus on
describing the methodology for the techniques used.

3 Methodology

3.1 Experimental Conditions

For the experiment conducted here, several types of presentations, illustrated
in Fig. 1, have been chosen to be compared, with two presentations based on a
tactile book provided by the staff of the Castle of Angers, and each accompanied
by an AD to assist the exploration. For each condition, free exploration was not
temporally restricted. An estimated time of 15min was intended by the supervi-
sors, however, participants took more time to explore. Thus not all participants
were able to test every experimental condition in one day.

Condition A. The tactile book uses an embossing technique via Pachica paper
to represent elements from scenes of the artwork. An AD extracted from the
CD, delivered with the tactile book, is provided to accompany the exploration.
However, it has been specified that a helper is required to use this tactile book,
thus not allowing independent exploration from blind users.

Condition B. The same tactile book and AD are used accompanied by a swell
paper representation of one or several elements of the scene designed by experts
from “Centre Normandie Lorraine”. The particularity of the swell paper repre-
sentation is the simplification of the element of a scene through contour pre-
sentation from the tactile book. It introduces “blank space” textures for better
tactile perception and high contrast colors.

Condition C. A 3D printed puzzle was designed to make detachable pieces
from scenes using the pipeline of Redon et al. [12]. Each scene element has been
segmented using the Segment Anything Model (SAM, [7]), while their height
value was manually attributed. An adapted AD from the tactile book’s CD has
been used to accompany users’ exploration. The ADs are divided into several
sections. In this way, free exploration time is possible for each described object.

Condition D. The F2T (Force Feedback Tablet) is a 2-DOF haptic device that
allows haptic exploration via a flat joystick [6]. The presentation of a scene is
made by deploying three exploration modes composed of: a global and a detailed
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Fig. 1. Tactile supports. (1a) vacuum-forming support. (1b) Swell paper. (1c) 3-D
puzzle. (1d) The F2T prototype.

guidance; and an exploration without guidance [10]. This method uses annotated
paths and virtual images with haptic effects and audio feedback areas.

Conditions A, B, and C were conducted in the gallery of the Tapestry of the
Apocalypse, while condition D was tested in one of the buildings of Castle of
Angers, to limit noise in the gallery. To avoid learning bias, each condition rep-
resented distinct scenes of the tapestry with a minimum of shared information.

3.2 Participants’ Profile

A total of 13 participants aged between 41 and 77 years old have been recruited,
with nine BPB people. Among them, seven had already used ADs and six had
already visited the Tapestry of the Apocalypse. Before undertaking the investi-
gations, ethical clearance was obtained from the ethical committee. The partic-
ipants number varies from one condition to another: nine for condition A; eight
for condition B; ten for condition D; and eleven for condition C.

4 Results

Following each experience, a questionnaire was completed by the participants
and transcribed by helpers. It is composed of a Likert scale, with ratings rang-
ing from 1 (“not at all”) to 5 (“a lot”), and open-ended questions. The results
have been analyzed by using the median, the lowest, and the highest values.
Conditions B, C, and D are still in an experimental phase, while condition A is
tested to have a base for comparison.

4.1 Likert-Scale Results

We observe in Table 1 that all tactile supports were highly appreciated, but not
at the same level. If we focus our attention on the highest and lowest value
condition B is the most satisfying system, with less variability in answers. For
the detail level in the ADs, the tactile systems, and the experiment’s length
no preference can be identified, see Tables 2 and 3. However, if we look at the
comments real differences appeared. This will be discussed further below.
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Table 1. General ratings about experiences. Five answers were possible and transcribed
as numbers, 1 meaning “not at all” and 5 “a lot”. Here are represented the median, the
lowest, and the highest marks.

Table 2. Experiences details rating, 1 meaning “not enough” and 5 “too much”.

What do you think of the detail
level in the audio description?

What do you think of
the tactile level ?

Condition A 3 [3; 4] 3 [3; 5]

Condition B 3 [1; 3]
Tactile book:

3 [3; 4]
Swell paper:

3 [1; 3]
Condition C 3 [2; 5] 3 [1; 5]
Condition D 3 [1; 5]

Table 3. Experiences length rating, 1 meaning “too short” and 5 “too long”.

What do you think of the experiment’s length?

Condition A 3 [1; 3]
Condition B 3 [1; 3]
Condition C 3 [2; 4]
Condition D 3 [3; 4]

4.2 Participants’ Comments

During the questioning phase, participants’ suggestions were noted by the super-
visor. This allows more nuanced appreciation. Globally, participants found that
all the systems and supports lacked of guidance.

Some participants found condition A instructive and liked its esthetics: par-
ticipant 10 said “I liked it, it was a good discovery and instructive”. Some com-
ments highlighted the sensation of frustration, sometimes due to the complexity
of the tactile support or due to the presence of element descriptions that are
not tacitly represented. Participant 2 commented “It is stressful and frustrating
not being able to tactilely identify what’s on the audio”. Another issue was the
height of the reliefs which did not allow enough sensation, and the speed of the
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AD, which did not leave time to find elements according to the participants: P3
said “Audio flow should be slowed down and relief heights increased”. To that
extent, some participants wished to control ADs, P2 said: “I would prefer to
manage the audio flow myself and have more guidance”.

For condition B the speed was also a problem, which makes sense because
we used the same type of audio support: P1 said “The AD is too fast, when I
touch I need to really explore”. The other point was about the level of detail
when the tactile book was found overloaded with details, and the swell paper
representation was under-loaded, representing only certain elements of the scene.
Moreover, some elements considered important were missing. As we prepared the
swell paper as a complement for some details: P2 said “Two pages were necessary
to explain the scene, here, it’s reductive. Missing elements are essential to give
the meaning or content of the image”. The principle of two supports with different
levels of difficulty was highly appreciated: P6 said “I like the different treatment
of the two supports”.

For condition C, ADs were partitioned. Some participants appreciated it:
P2 said “It’s good that the ADs of each item are detached”. It was also a new
approach so it was disturbing for people, making it too complicated to grasp: P6
said “The change of dimension between objects is disturbing”; P9 found that it
was not easy to understand with touch and the guidance with audio was not clear
enough. Moreover, it was complicated for BPB to reassemble the puzzle once it
was unraveled: P9 said “It’s complicated to replace the removable elements”;
P2 explained “When it’s all off, you don’t know which piece you’re holding”.
However, participants found the idea innovative and with great potential: P1
said “The idea is brilliant”; P10 commented “I’ve never seen this type of device”;
P4 opined “It was a good idea, but you would have to be used to the object
to be able to put it back on the support”. During the experience, participants
offered us new perspectives. For example, P9 suggested adding a marker to start
with and to move around. P12 suggested other perspectives: adding a magnetic
side like on children’s puzzles, cutting into 6 side-by-side frames to help find the
objects, and creating a new system consisting of a flat surface with shapes that
rise with the AD. P2 suggested adding a plate with boxes and numbers for easier
storage and retrieval of objects.

Regarding condition D, participants generally appreciated how the content of
the tapestry was presented to them through complementary exploration modes
(global and detailed guidance). Some of them were surprised, by the fine details of
the contours provided by the detailed guidance mode. However, as it is a novel
technology, people needed a learning phase to enjoy this new tactile support
as commented by P6: “It would be great to have a learning phase”. They also
suggested the inclusion of sound signals to accompany guided exploration: P2
said “There is no signal to distinguish between elements (for the detailed guidance
mode)” and P5 noted “Silent areas should be explained”. Other participants noted
that certain haptic effects hinder further exploration. The motor noise disturbed
some participants, even while wearing headphones, and some effects were found
to be hard to understand.
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5 Conclusion and Perspectives

In this article, we compared several tactile supports intending to make the
Tapestry of the Apocalypse accessible to BPB persons. We first described these
supports, then we showed that all of them have been appreciated. However, some
improvements must be made whether in terms of speech speed or complexity of
information, tactile, and audio. The addition of swell paper representation sup-
port is intended to represent the elements of a scene in a simplified way. It
complements the tactile book use, which alone is difficult to grasp. It contains
interesting details that are pleasant to touch, but difficult to interpret by touch
only.

The 3D print is a new interactive way to discover art, allowing interesting
interactions. However, it was disturbed by its presentation method and object
shapes. It needed to be simplified and clarified in the tactile information and the
orientation. For future 3D puzzles, we will add some physical landmarks to guide
during the exploration. Moreover, a magnetic part will be put on the support
and removable objects to make the puzzle reassembling effortless. Another major
modification will be to create a storage plate to easily retrieve objects.

The F2T is a modular support that allows one to explore a scene. Global
guidance mode was found to be a good way to locate elements from a scene,
and overall all exploration methods complement each other. Nevertheless, in
addition to a learning phase that needs to be reviewed to make it easier to
use. Each presented exploration mode will be improved, notably by looking into
how multiple haptic effects can be integrated for better perception of a scene.
Improvements will enable better interpretation during the exploration without
guidance. These modes would be more understandable by adding sound signals
to indicate changes between elements. Regarding system design, a new prototype
is under construction to lessen motors’ noise.

For future works, it could be interesting to combine these different meth-
ods according to the participants’ feedback. The fine relief of the book could
be combined with the interactivity of the 3D print. The F2T global guidance
mode could reinforce the 3D print exploration. We will continue to improve our
prototypes by further involving participants in the design and evaluation.
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Abstract. Can tangible computer music interfaces inspire creativity
and enhance artistic stage performances for visually impaired and blind
musicians? What are the benefits of engaging with tangible interfaces
in the context of computer music and accessibility? This paper presents
the research project Tangible Signals and its results. It summarizes the
research process including the development of an accessible music soft-
ware, the design of three tangible user interfaces and their use in work-
shops, expert feedback sessions and artistic live performances by visually
impaired and blind individuals. The resulting material is grouped into
four key topics and will be presented in detail. This includes a discus-
sion of inclusion and computer music, sonic interaction with tangible
interfaces, observations of artistic practice and suggestions for future use
cases.

Keywords: Human-Computer Interaction · Tangible Interaction
Design · Assistive Technology · Musical Interfaces · Sonic Interaction

1 Introduction

Making music is a joy, an artistic way of expressing one’s own feelings, engaging
with the world and connecting with others. The computer as one of the most
versatile and suitable tools for digital music-making is used in many music stu-
dios, in schools and education and has long since conquered the stage as a digital
musical instrument.

Nevertheless, using the computer intuitively, expressively and artistically
poses accessibility barriers for visually impaired and blind musicians (VIB),
whether it is for digital content creation [21], computer programming [9], as a
means for digital audio creation or as musical instrument [11]. Assistive technolo-
gies such as Braille displays, screen readers or text-to-speech software do enable
VIB individuals to use computers and mobile devices. But popular music soft-
ware still has limited support for these assistive technologies, e.g. Digital Audio
Workstations (DAW) like Reaper still require additional scripts to be accessible
for VIB producers. Extensions such as VST plugins often have no screen reader
support at all and can only be controlled with the mouse [11]. Yet it is the

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Miesenberger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 489–496, 2024.
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interactivity and the ability to communicate that makes the computer a musical
instrument, just like the mechanical dynamic coupling of traditional acoustic
instruments with the musician, as described by O’Modhrain and Gillespie [10].

Over the last decades new technologies expanded the interaction with the
computer and introduced modalities like haptic feedback [10], actuated surfaces
[14] or tangible interaction [6]. In order to overcome barriers and to improve
access to computers as musical instruments, these interaction modalities promise
to offer improved accessibility, new musical expressions and enhanced digital
music work-flows for VIB individuals and musicians.

2 Related Work

Several attempts have already been made towards the artistic use of computers
for persons with disabilities by exploring new interaction concepts and develop-
ing external hardware interfaces. Amongst the various projects that have been
realized is Zach Lieberman’s Eyewriter, a device that enabled a former graffiti
artist diagnosed with amyotrophic lateral sclerosis (ALS) to paint again. Sim-
ilarly, the EyeHarp project enables persons with ALS to learn, perform and
compose music using only their gaze as control mechanism [16]. Others explored
the possibilities of tangible interaction to empower spatial thinking [2] or using
tangible music blocks for teaching programming for children [13].

In the field of computer music and audio production by VIB individuals
several attempts have been made to address accessibility barriers by exploring
novel interfaces, haptic feedback and tangible interaction. Sile O’Modhrain and
Brent Gillespie presented The Moose, an interface for VIB individuals to improve
the use of computers as digital sound studios by providing a mouse, that responds
with haptic feedback when moving over graphical content, allowing for more
intuitive computer use [5].

Atau Tanaka and Adam Parkinson developed the Haptic Wave, a device, that
enables the translation of digital audio information into the physical domain and
in return allows the manipulation of the source material [15]. Aaron Karp and
Bryan Pardo focused on the interactive tactile display of software equalizers with
their project HaptEQ [8], similarly Jakub Pesek et al. developed the TouchEQ,
an eyes-free audio equalizer for a surface haptic interface [12].

A growing number of accessible musical interfaces are developed under the
umbrella term Accessible Digital Musical Instrument (ADMI), that Emma Frid
defines as “accessible musical control interfaces used in electronic music, inclusive
music practice and music therapy settings” [4]. Frid’s systematic review of ADMIs
unfortunately shows that only 3.6% of 83 analysed ADMIs aim towards VIB indi-
viduals [4]. One example is the LoopBlocks by Förster and Komesker, which is
a tangible musical sequencer, that uses small wooden blocks to create a musical
sequence by providing a physical grid of multiple rows and columns [3], simi-
larly to the earlier project BeatBearing by Peter Bennett and Sile O’Modhrain
[1] or the playful sequencer Orbita by Playtronica. These accessible tangible
sequencers allow both experienced VIB musicians and beginners to play and
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experiment with musical compositions, helping to stimulate musical creativity
and artistic expression. At the same time, this shows that the number of accessi-
ble interactive interfaces that enable and support exploratory musical expression
for VIB musicians is still relatively limited, and further research is needed.

3 Research Questions and Methods

To investigate and explore accessible computer music, musical expression and
interactive physical interfaces for VIB individuals, this interdisciplinary research
project Tangible Signals was launched at the department Tangible Music Lab
of the University of Arts Linz, under the supervision of the second author and
in collaboration with VIB musicians and professionals at the Institute for the
Blind in Vienna (BBI), in particular with the third author as musician and blind
expert, whereas the first author contributes to the project with his experience
both in the design of new musical instruments [7,17] and professional stage
experience as musician and performer [20].

With regard to digital inclusion, performative music-making and with a focus
on tangible interaction, the question was explored as to what are the benefits of
interactive physical representation of sounds and sonic features for VIB musicians
in the context of computer music. The project also investigated how tangible
interaction and interactive physical representations of sound could enrich artistic
stage performance and musical expression.

In relation to the artistic topics of interactive music, composition and stage
performance and based on the expertise and artistic practice within the Uni-
versity of Art Linz, artistic research methodologies were applied to answer the
aforementioned questions, in particular practice-based research methods. These
included collaborations and workshops with VIB pupils and professionals at the
BBI Vienna, the development of an accessible web-based music software and
the iterative design of three tangible user interfaces, as well as user inquiries
and expert feedback. Additionally the developed tools were then used for artis-
tic practice in form of stage-based performances and live concerts. Finally, the
collected material was reviewed and evaluated in the form of an interpretative
analysis.

4 Practical Work

In order to answer the research questions, the initial research intention was
the iterative development and design of a tangible interface to represent and
manipulate envelopes, which are an essential element of computer music and
describe changes over time for sonic elements like amplitude, frequency or pitch.

4.1 Software and Hardware

To approach the development of this tangible interface a series of workshops
was arranged, involving six visually impaired and blind pupils aged 14 to 16
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with diverse musical backgrounds and the third author who is also their blind
teacher and a musician at the BBI Vienna. The workshops aimed to introduce
and practice concepts of sound and computer music in order to inform the design
and development of the tangible interface.

However, during the workshops it became apparent that there was a lack of
accessible music software suitable for providing VIB beginners with convenient
access to computer music [18]. This discovery undermined the research process
and inhibited the answering of the research questions, as the development of a
tangible interface requires the availability of an appropriate and interactive music
software for the digital representation. As a consequence and in order to enable
access to computer music for the participants, the simplified web-based music
software Welle was developed in collaboration with the pupils and the teacher
[18]. Welle made it possible to explore accessible digital sound generation, to
perform rhythmic patterns and to compose, record and save music in a web
browser. The software was further used and developed during workshops at the
BBI Vienna and at the Austrian Computer Camp (OCC), involving a total of
17 visually impaired and blind pupils aged 10 to 17 and three blind teachers and
supervisors.

During this software development process all the participants involved were
able to gain experience through the artistic practice with Welle. Based on their
observation, inspired by his own artistic experience and in order to expand the
range of tangible interfaces and thus support the research project, the author
identified two more sonic features to be developed as part of the research project.
This resulted in a total of three proposals for tangible interfaces, which were then
initiated and developed in an iterative design process involving regular user
inquiries, VIB expert feedback and artistic experimentation [19]. The result-
ing interfaces are the Tangible Pins, Tangible Wheel and Tangible String (see
Fig. 1). These interfaces each represent individual sonic features of digital com-
puter music and were attached to the Welle software via MIDI messages and
provided access to pattern sequencing, continuous amplitude control and enve-
lope settings. Their motorized design allowed direct manipulation and interactive
parameter setting [19].

Fig. 1. Images of three tangible interfaces: Tangible Pins, Tangible Wheel and Tangible
Envelope
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4.2 Usage and Exploration

The interfaces and their use in a musical setting was then explored by four VIB
experts and three VIB pupils mainly during the Austrian Computer Camp at the
BBI Vienna in 2023, who subsequently reflected on their impressions in the form
of unstructured interviews. In order to gain insights into the use of the tangible
interfaces in a professional musical context, a musical composition and stage
performance with the devices was developed by the third author and performed
at the same event in front of an audience of around 40 people. For the perfor-
mance, instead of using Welle, a custom-made music software was provided, that
suited the artistic and compositional needs of the performer. The music piece
was artistically centered around the third authors echolocation practice, includ-
ing sound recordings and prepared sample loops. The composition was arranged
for the stage by making use of the three tangible interfaces in conjunction with
improvisation techniques, spatial distribution in a multi-channel speaker setup
and generative echo effects.

5 Expert Feedback and Observations

During the workshops and presentations, the participants were asked to share
their impressions regarding the computer as a musical instrument, the tangible
interfaces and their respective interaction modalities for making music, further-
more they were asked about the benefits of the interactive interfaces for repre-
senting sonic features and finally possible future use cases. Out of a total of 20
VIB pupils and five VIB professionals that participated in the entire project, four
VIB professionals and three VIB pupils gave feedback in the form of unstructured
interviews.

The expert feedback can be structured into four topics, namely music and
inclusion, sonic interaction, observations of artistic practice and suggestions for
future use cases. In summary, the participants confirmed the exclusion of VIB
musicians from mainstream music platforms, including many external MIDI con-
trollers, due to the lack of support for screen readers and the focus on visual
representation. With regard to the research project and the developed hardware,
they emphasize that the presented tangible interfaces are helpful for the music
creation especially due to their motorization and thus their use as input and
output devices. Both the Tangible Pins as an interface for discrete value input
and output and the Tangible Wheel with its ability to change values continu-
ously were found to be useful for musical interaction and performance, especially
on the stage. The Tangible String interface was identified as the most novel and
exciting interface to explore sounds and musical effects, based on its interaction
with four control handles connected by a string, of which the two middle han-
dles can be moved freely in a two-dimensional arrangement. The entire setup as
such, consisting of the three tangible interfaces and the computer with the corre-
sponding software, was perceived as versatile constellation of motorized, tactile
and interactive means to practice computer music intuitively and expressively,
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even if it required concentration to coordinate this amount of devices. Com-
pared to working with music software using a computer keyboard, “touching”
the sequences and envelopes leads to a more vivid musical experience, which
“feels like joy” compared to adjusting discrete values in the software via the
keyboard.

Suggestions that were made for future applications include the use of the Tan-
gible Pins interface as a standalone trigger sequencer for modular electronic syn-
thesizers. Accordingly, the Tangible Wheel could be used for scrubbing through
recordings in audio editors or DAWs, setting markers and editing the waveform.
One participant mentioned that it could also be used to emulate a theremin.
Another suggestion was to use the Tangible Envelope to set a waveform for
wavetable synthesis or to use it as a parametric equalizer with additional but-
tons for zooming and scrolling. Overall, the wish was expressed to combine all
three devices into one device with the display of the individual parameters in
Braille, which could then serve as a multi-functional composition and perfor-
mance device in an inclusive music studio.

6 Results

Despite limitations of the research project, such as a small number of professional
VIB participants and limited access to the BBI Vienna for workshops due to the
Covid-19 pandemic, conclusions and insights can be drawn from the practical
work with regard to the research questions.

The research shows that actuated tangible interfaces can provide benefits for
VIB individuals in computer music, especially the interactive physical represen-
tation of musical data and sonic features, which offers new ways of integrating
the computer as a musical instrument into composition and performance prac-
tice. It demonstrates that the continuous physical control of digital data enables
direct manipulation of musical parameters, which is common for sighted com-
puter users, e.g. by the use of a computer mouse as a pointer within the graphical
user interface (GUI), but remains challenging for VIB individuals using mainly
Braille displays, screen-readers and keyboard-based interaction. The research
also shows that interaction with multiple tangible interfaces simultaneously can
increase the bandwidth of interactions with the computer by enabling access to
multiple sonic features at the same time, which was found to be valuable and
inspiring. It shows that tangible interaction can enhance the immediacy and
connection of VIB musicians towards the computer as a musical instrument and
that it encourages musical exploration when playing with the physical represen-
tations of sonic elements, leading to a more playful experience and unexpected
yet inspiring artistic results.

7 Conclusion

This paper summarizes the research project Tangible Signals and its focus on
tangible interaction in the context of musical expression and accessible computer
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music. It describes the practical work including the development of an accessible
music software and three hardware devices, as well as their use in workshops,
expert feedback sessions and artistic stage-based performances. It shows that
tangible interaction can offer new opportunities regarding musical expression for
VIB musicians and that the interactive physical access to digital sound param-
eters encourages experimentation and artistic exploration. However, access to
computers for musical purposes for VIB individuals remains limited, mainly
due to the deficits of music software manufacturers in terms of screen reader
support and accessibility. External hardware devices can only compensate for
this to a limited extent, and screen readers and the Braille display remain the
most important tools. Nevertheless, or rather because of this, research on assis-
tive technologies and interaction modalities in the context of computer music is
essential to improve the accessibility of the computer as a musical instrument
and as a sonic environment for an inspiring, inclusive and artistically stimulating
music practice.
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Abstract. Tracking the fingers of users of refreshable braille displays can be
useful for studying braille reading habits and for user-centric features, such as
in braille learning tools. Ultraleap offers a low-cost system for hand tracking
in virtual reality use cases, which could be utilized for braille finger tracking if
its accuracy is sufficient. In an experimental setup using a 20-cell refreshable
braille display, the x-coordinates of two test persons’ fingertips were repeatedly
captured on four distinct braille cells. The largest range of values measured for one
cell was 0.01 Ultraleap units (~10 mm), and two instances of overlapping values
between neighboring cells were observed in the study, indicating that the accuracy
is insufficient to capture a single braille cell in the user’s center of attention.
However, the system could still be utilized for use cases like reading out the word
that is currently touched as the system was off by only one braille cell in the worst
case.

Keywords: Braille · Finger Tracking · Accuracy · Ultraleap

1 Introduction

Technical solutions for tracking the fingers of braille readers have been in use for over
100 years [1, p. 28], but most of them require specific laboratory settings that do not
resemble real-life braille reading experiences. In this paper, the authors analyze the
potential of a virtual-reality hand tracking system from Ultraleap [2] that could allow
for braille finger tracking with only a minimum of such inconvenience.

In previous work (still unpublished), the authors found that the system achieves the
highest reliability of finger detection on a 20-cell refreshable braille display when the
display surface contrasts with the fingers’ color (white) in infrared light (the system
utilizes a stereo infrared camera), when the camera is positioned above the display, and
when the tracking mode in the included software is set to “head mounted”. A setup like
this is flexible, unobtrusive, cost-effective and easy to replicate by using an off-the-shelf
neckholder mount for smartphones to position the camera (see Fig. 1).

The same setup is utilized for the work presented in this paper. While the previous
work focused on whether fingers in such a context can be detected at all, this paper
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answers the question of whether the system provides sufficient accuracy to reliably
detect the braille cell currently in the center of the reader’s tactile perception.

The long-term goal of this study is to inform the design of braille learning software.

Fig. 1. Ultraleap’s stereo infrared camera is positioned above a refreshable braille display using
a smartphone neckholder mount.

2 State of the Art

Accuracy is crucial for braille finger tracking due to the small dimensions of braille. For
instance, the German standard DIN 32976 [3] recommends a dot diameter of approxi-
mately 1.5 mm, a distance from one dot’s center to its neighboring dot’s center within
the same cell of 2.7 mm, and a distance from the first dot’s center in a cell to the first
dot’s center in its right neighbor of 6.6 mm. Similar specifications (~1.45 mm diameter,
~2.34 mm distance within the same cell and ~6.22 mm distance from cell to cell) are
given by the Library of Congress in the USA [4].

Finger tracking with low accuracy is not necessarily useless, but it limits the use
cases for which it can be utilized. A common application is the study of braille reading
patterns, for example researching which fingers are used for reading, how (if at all) both
hands are used, andwhethermovements are linear or scrubbing [5, 6]. Refreshable braille
displays can also implement user-centric features such as audio output of a character or
word that is currently touched [7] and it has been suggested that such features could be
used for braille learning [8]. Not all of these use cases require the same level of tracking
accuracy.

The first known device to capture the finger movements of braille readers was,
therefore, a simple pen that was attached to a person’s reading finger [1, p. 28]. Almost
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100 years later, researchers investigated a similar approach using the pen of a digital
graphics tablet [8, 9]. Other researchers attached light-emitting diodes (LEDs) to the
fingers of readers to provide distinct signals for automatic processing of camera footage
[10, 11]. One approach aimed at being cost-effective and easy to use involved using
Nintendo’s Wii Remote game controller as a camera to track light emitting diodes on
index fingers [11].

While all of these solutions require readers to attach something to their fingers, there
have also been approaches without this inconvenience. On the downside, these require
very specific laboratory settings. Several researchers have used camera footage from
underneath a transparent surface with transparent braille sheets [6, 12, 13]. Another
concept made use of “transparent braille paper” on the touchscreen of an Android tablet
[14]. While such approaches are effective for braille on paper or similar media, they
cannot be used to track fingers on refreshable braille displays.

The current solution that comes closest to a natural setting is Active Tactile Control
(ATC), a technology that utilizes the piezoelectric elements that set braille dots in refre-
shable braille displays to also act as touch sensors [8, 15]. However, this technology is
only available in few refreshable braille displays because it is patented [15]. Addition-
ally, an instruction manual also mentions a possibly unreliable detection rate for readers
who only use a light touch [7], and the concept does not allow for finger detection on
blank spaces where no braille dots are set.

Ultraleap’s [2] virtual-reality hand tracking system is based on an infrared stereo
camera and could allow for a natural setting without requiring a minimum force of
touch. The system’s accuracy has already been scientifically tested in various settings
other than braille reading, yielding very different results depending on the setting [16–
19]. When tracking a pen on an industrial robot instead of a human finger, a position
accuracy of 0.2 mm was achieved for static setups [16], but in a more realistic setting
where actual human fingers were tracked when pointing at targets, only an accuracy of
17.3 mm was achieved [17]. However, it was observed that accuracy decreases as the
distance between the hand and sensor increases [18, 19]. This higher accuracy in close
proximity could be advantageous for braille finger tracking setups, where mounting the
camera directly to the refreshable braille display also results in a more robust and less
obtrusive setup.

3 Methodology

3.1 Setup for Experiments

The sensor used in the experiment was Ultraleap’s Leap Motion Controller, with fol-
lowing specifications according to its data sheet [20]: 2 near-infrared cameras (850 ±
25 nm spectral range) with a resolution of 640 pixels × 140 pixels each, spaced 40 mm
apart; 140°× 120° typical field of view; depth up to 60 cm preferred, up to 80 cm max-
imum; typically operating at 120 Hz; 3 LEDs on each side and between the cameras,
baffled to prevent overlap; connection via USB 2.0; dimensions: 80 mm × 30 mm ×
11.3 mm; weight: 32 g. The sensor was operated on Microsoft Windows 10 with Ultra-
leap’s tracking software in version 5.5.3, and it was positioned 14 cm above a braille
display by using a neckholder mount (originally intended as a smartphone mount to
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be worn around a person’s neck, see Fig. 1). The braille device used in the setup was
Innovision’s Braille Me, a refreshable braille display with 20 six-dot cells and a six-key
Perkins-style keyboard.

3.2 Accuracy Measuring

To measure the accuracy of finger detection, a simple data logging software was created
using Ultraleap’s plugin for the Unity game engine [21]. This software displays the
current coordinates of the detected index fingers’ fingertips on the computer screen, and
when one of the keys from 1 to 4 on the keyboard is pressed, these coordinates are written
to a log file along with the number of the key pressed. The keys represent four distinct
positions on the refreshable braille display:

• Key 1 has to be pressed every time the reading finger (index finger) of the tracked
hand is supposed to be on the very first braille cell of the line.

• Key 2 corresponds to the second braille cell.
• Key 3 corresponds to the second to last braille cell.
• Key 4 corresponds to the last braille cell.

Capturing the first and the last character was chosen as part of the experiment to
ensure coverage of the full length of the display (max. distance). Positions 2 and 3 were
included to test two sets of adjacent cells (1–2, 3–4) (min. cell distance).

The refreshable braille display was set up to show a line of full cells (all dots set) to
ensure clear tactile detectability of each individual cell. In this setup, the reading finger
of a test person (sighted, with some beginner’s experience in tactile braille reading) was
moved sequentially to the following positions: 1, 4, 1, 4, 2, 3, 2, 3, 1, 2, 3, 4, 2, 1, 4,
3. At each position, the coordinates were logged. The specific sequence was designed
to ensure that each position was accessed exactly four times, and so that each possible
transition between two position appears at least once. The first four positions consist
of two repeated movements (1 to 4 and 2 to 3) to make potentially large discrepancies
easily visible right from the start of the experiment. The sequence was tested in three
variations: left-handed, right-handed andwith both hands.As the previous hand detection
experiments had shown minor weaknesses to detect a hand consistently, it was decided
to proceed with processing collected data if only one out of the 16 positions could not
be captured, but to repeat the iteration if more values are missing.

Although all three coordinates were logged, only the x-axis values were further
analyzed, as this dimension determines the position of each braille cell in relation to the
others. The mean x positions for each cell and the minimum and maximum measured
for each position were analyzed to identify any overlaps between neighboring cells.

To ensure that the results do not apply only to one single person’s specific hands and
movements in a particular laboratory setting, the experiment was repeated with a second
person (a blind braille expert) in a different location. As the initial iteration with the first
person used a stationary computer, the software had to be transferred to a laptop first.
To ensure that there were no potential differences resulting from the hardware change,
the accuracy test was repeated once more with the original test person in the original
location for the left and the right hand before conducting the test at the new location.
Unlike the first test person, the second person was not instructed to use his left, his right,
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or both hands, but to move just as he normally does when reading braille in order to
obtain results that are not biased by forced conditions that may not occur in real-life
situations.

Both test participants were members of the research team. Therefore, no ethics
committee approval or informed consent was necessary. The purpose of this study was
to analyze the technical performance of the hand tracking system when looking at a
braille display. User involvement was technically necessary to provide actual hands to
track, but as the system is already established and tested for other hand tracking use
cases, the involvement of more and external participants was not considered crucial for
this particular study.

4 Results

Table 1. X axis metrics for each position in Ultraleap units (overlapping values for neighboring
cells in bold).

Position Test Person #1
(Beginner)

Test Person
#2
(Expert)

PC Laptop Laptop

Left
Hand

Right
Hand

Both
Hand

Left
Hand

Right
Hand

Right
Hand

1 Mean −0,061 −0,049 −0,053 −0,045 −0,074 −0,074

Min −0,064 −0,052 −0,058 −0,047 −0,076 −0,076

Max −0,058 −0,045 −0,048 −0,044 −0,072 −0,072

Range 0,006 0,007 0,010 0,003 0,004 0,004

2 Mean −0,052 −0,043 −0,045 −0,039 −0,067 −0,067

Min −0,055 −0,045 −0,046 −0,040 −0,069 −0,069

Max −0,050 −0,040 −0,045 −0,037 −0,066 −0,066

Range 0,005 0,005 0,001 0,003 0,003 0,003

3 Mean 0,060 0,058 0,058 0,069 0,041 0,041

Min 0,058 0,055 0,054 0,066 0,040 0,040

Max 0,062 0,060 0,060 0,071 0,042 0,042

Range 0,004 0,005 0,006 0,005 0,002 0,002

4 Mean 0,067 0,066 0,065 0,075 0,051 0,051

Min 0,065 0,066 0,061 0,070 0,047 0,047

Max 0,068 0,066 0,069 0,078 0,056 0,056

Range 0,003 0,000 0,008 0,008 0,009 0,009
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Table 1 displays characteristics of the x-axis values measured for each of the 4 posi-
tions on the refreshable braille display. The table includes mean, minimum, maximum,
and distance between minimum and maximum (= range). The largest range measured
was 0.01 units given by the Ultraleap plugin. Two instances were found where the values
of a cell overlapped with those of its neighboring cell. In the first case, the maximum
valuemeasured for the first cell was the same as theminimum valuemeasured for the cell
on its right. In the second case, the maximum value of the left cell was 0.001 Ultraleap
units higher than the minimum value of the right cell.

Table 2. Mean distances between positions in Ultraleap units.

Position Span Test Person #1
(Beginner)

Test Person #2
(Expert)

PC Laptop Laptop

Left
Hand

Right
Hand

Both
Hand

Left
Hand

Right
Hand

Right
Hand

1–2 0,009 0,006 0,008 0,007 0,005 0,006

3–4 0,007 0,008 0,007 0,005 0,005 0,010

1–4 0,128 0,115 0,118 0,120 0,116 0,124

Table 2 displays the distances between adjacent cells as well as between the first and
the last cell, calculated by determining the difference between theirmean position values.
The mean distance between neighboring cells ranged from 0.005 to 0.01 Ultraleap units,
while the distance from the first to the last cell ranged from 0.115 to 0.128 Ultraleap
units. The actual physical distance between the first and the last cell measured on the
refreshable display was 12.35 cm, indicating that 0.01 Ultraleap units correspond to
approximately 1 cm in real life.

Observing the x values of a static fingertip on the monitor output indicates a static
noise of no more than 0.001 Ultraleap units.

5 Discussion

The accuracy of the system is not sufficient to reliably detect the single braille cell
that is currently supposed to be in the center of the user’s tactile perception. This is
demonstrated by the largest range of values measured for one cell being 0.01 Ultraleap
units (~10 mm) and the smallest mean distance from one cell to its neighbor being 0.005
Ultraleap units (~5 mm). Additionally, two concrete examples of overlaps occurring in
this study further support this conclusion. As the system already provides very steady
values with a fluctuation of only 0.001 Ultraleap units (~1 mm), smoothing the values
over time would not significantly increase accuracy.

However, the accuracy in this braille reading setting clearly outperformed the accu-
racy of 17.3 mm achieved in a pointing-at-a-screen task [17]. This is likely due to the
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camera being close to the fingers. The measured values suggest that the system will
usually not be off by more than a single braille cell.

It will depend on the use case whether this accuracy is acceptable. While it is clearly
not precise enough to research micro-movements within a single braille cell, it is at
least sufficient to identify the word currently being read by the user, which can be a
useful feature for braille learning software. It should also be kept in mind that fingers
are physically wider than braille cells, allowing them to touch two neighboring cells at
once. Therefore, identifying a wider area instead of just a single cell may often provide
a more accurate depiction of reality.

Since the camera has a very wide field of view (140°× 120°) that reaches far beyond
the edges of the 20-cell braille display used in this study, it could also cover larger braille
displays from the same vertical viewing distance. However, a separate study would be
required to analyze if fingers are still sufficiently tracked with the bigger horizontal
distance to cover in such settings. As the long-term goal of this study was to find a
cost-effective tracking solution for braille beginners, larger displays were not within the
research scope since they are typically considerably more expensive.

6 Conclusion

The accuracy of themeasurements (~10mm in the worst case) is not sufficient to reliably
detect a single braille cell that is currently in the user’s focus of touch perception.
However, it can be expected that the system will only deviate by a single cell at worst,
which is adequate for use cases like detecting the currently touched word.

The study was focused on the general suitability for the specific use case of tracking
fingers on a refreshable braille display. User involvement was limited to two test persons
since more elaborate studies for accuracy in other use cases had already been conducted.
Including more test persons in future braille display studies may provide more precise
data, but more precise numbers would not alter the main conclusion of this study.

All of these results were achieved using an Ultraleap Leap Motion Controller posi-
tioned 14 cm above a 20-cell refreshable braille display. The impact of other distances
and braille display sizes was not analyzed in this study, but existing literature suggests
that accuracy would decrease as distance increases.

System speed was not analyzed in this study because braille beginners, who are the
main target group for this work, are typically slow readers. However, speed may be
important in other contexts, especially when working with braille experts, and may then
need to be researched in a separate study.

Disclosure of Interests. TETRAGON Braille Systems GmbH is a TU Wien spin-off company
and was founded by the authors with the aim of developing innovative braille technology. How-
ever, the academic work presented in this paper is not directly tied to any of the work done at
TETRAGON.
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Abstract. Remote work settings became increasingly important in
recent years, which often inherently require collaboration at a distance.
Hereby, especially in mixed-ability teams, different individuals might face
different challenges. In this paper, we thus aim to analyze remote col-
laborative interaction between sighted and non-sighted users based on
a qualitative study with twelve participants (six non-sighted) in three
mixed-ability teams, who worked together on a problem solving task.
Our analysis considers a variety of aspects related to the perception and
closeness of collaboration, assistance and communication among team
members, workspace awareness, territoriality, and triggers for problem-
atic situations, and indicates both, challenges but also potentials of col-
laboration within mixed-ability teams.

Keywords: remote collaboration · mixed ability teams · mixed visual
ability teams · synchronous remote collaboration

1 Introduction

According to the World Health Organization (WHO), at least 2.2 billion peo-
ple have a near or distance vision impairment [25] and the World Blind Union
(WBU) estimates that there are 253 million people who are blind or partially
sighted [24]. Many of these individuals rely on assistive tools (e.g., screen read-
ers, Braille displays) which enable them to access technology and content [5,23].
At the same time, recent studies show that remote work, which especially gained
importance during the COVID-19 pandemic, remains a work setting with rapidly
increasing popularity (e.g., [2,15]). Usually, working remotely inherently includes
collaboration at distance, which is not only generally challenging, e.g., related
to boundary management or lack of social interaction [1], but even more so for
mixed-ability teams. Potluri et al. e.g., mention a considerable coordination over-
head for blind or visually impaired team members, especially in tightly coupled
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synchronous collaboration [16]. They further point out that for blind or visually
impaired participants, existing tools and work practices might “imped[e] their
abilities to collaborate effectively, compromising their agency, and limiting their
contribution” [16]. In this paper, we thus further investigate potentials and chal-
lenges in synchronous remote collaboration for mixed-ability teams, based on
a qualitative user study with twelve participants in three groups, each involv-
ing sighted and non-sighted participants, who collaborated on a problem solving
task. Our results, besides general findings regarding the interaction process itself,
reveal positive as well as negative aspects, related to, e.g., assistance among team
members, but also barriers in the form of unexpected accessibility issues.

2 Related Work

In this section we describe related research, focusing on remote collaboration for
blind people, and on collaboration between blind and sighted people in general.

2.1 Remote Collaboration and Blind People

Recent years have seen a boost of remote collaboration, leading to a drastic
increase in global usage of video conferencing tools such as Microsoft Teams or
Zoom. E.g., Microsoft reported a drastic increase of meeting minutes spent on
Teams in the first hot phase of the COVID-19 pandemic1. While the follow-
ing months and years brought a cool-down related to the pandemic, the trend to
videoconferencing remained [21]. The transition to online work and collaboration
might lead to a greater level of inclusion for some individuals, e.g., with mobility
impairment [7], but impose additional challenges for others, including visually
impaired and blind people. E.g., Doush et al. report limited keyboard accessi-
bility and rare provision of alternative audio information [7] and further refer
to Hersh et al.’s 2020 accessibility evaluation of video conferencing tools, which
found none of the evaluated tools to be fully accessible [9]. In 2021, Leporini et
al. provided another analysis of accessibility in video conferencing tools for blind
users [13], focusing on Zoom, MS Teams and Google Meets. Their evaluation
comprised a survey with blind users and an inspection by accessibility experts.
It considered different roles (host and participant) and typical tasks (e.g., joining
a meeting, hand raising, turning the microphone on and off, or accessing shared
content). In summary, the authors found that while the tools’ main functions
were accessible via keyboard with screen reader (with Zoom being best acces-
sible in summary), access was not always easy (e.g., due to a lack of shortcuts
or “other problems resulting from poor design for screen reader feedback” [13]).
The latter point related to feedback is relevant not only for the users’ interaction
with the system but also for awareness of the status of other users, according to
Buzzi et al. who discuss access to a collaborative editor (Google Docs) via screen

1 https://www.microsoft.com/en-us/microsoft-365/blog/2020/04/09/remote-work-
trend-report-meetings/, last access: 2024-01-23.
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readers and (back in 2010) came to the conclusion that several main functions
were “practically inacessible” via keyboard [4]. Further, Lee et al. more recently
discussed an approach to accessible awareness in collaborative document editing,
which is often part of remote collaboration and usually challenging for blind peo-
ple although most commercial tools have screen reader support [12]. Part of these
challenges is related to a lack of awareness (as, e.g., provided by visual markup
for sighted users). Lee et al. in their research suggest six design considerations
including provision of “easy navigation”, contextual information, on-demand and
automatic updates, and support of common collaboration activities (e.g., infor-
mation about collaborators or text changes) [12]. These are relevant within the
scope of collaborative text editors but also beyond, e.g., during navigation in
shared document repositories as in our study (see Sect. 3).

2.2 Collaboration Between Blind and Sighted People

In addition to challenges that generally arise for blind people working together
with others remotely, there might be further issues in collaboration among people
with different perceptual abilities [19]. Sánchez et al. argue that it is necessary to
establish a “common ground” for people perceiving a collaboration environment
in different ways [19]. While this might be based on the WISIWYS paradigm in
synchronous collaboration of sighted people, an alternative is required in groups
with blind members. Tanhua-Piiroinen et al. state that collaboration “depends
on an unrestrained dialogue and on the fact that people working together can
maintain a common ground of the context of joint action including the features
of the workspace and the continuous status of the work process” [22], and argue
that a shared understanding cannot be easily maintained if the collaboration
environment does not allow mutual access to information or perception of others’
activities [22]. Sánchez et al. thus introduce an environment offering different,
e.g., sound-based, interfaces [18,19]. Kuber et al. argue that blind and sighted
users “develop different mental representations of their respective interfaces” [11]
which might cause problems in communication and collaboration. They suggest
a non-visual approach based on haptic technology for blind members of mixed-
ability teams collaborating on web navigation tasks, and found in a study that
blind and sighted users could successfully communicate relative positions and
directions, which was not always achieved with screen readers. Another haptic
approach to interaction of blind and sighted people is presented in [17].

Examples for collaboration practices between sighted and blind people in a
non-virtual context are discussed by Branham & Kane [3], who explain collabo-
ration at the workplace, or Yuan et al. [26], who describe collaborative shopping
practices. Yuan et al. identify three sources of “common ground contributing to
successful collaboration” that might also apply for virtual collaboration contexts:
knowledge about how to assist a visually impaired person, knowledge about com-
mon experience and interpersonal relationship history, and domain knowledge
[26]. Branham & Kane found that often times blind participants hesitated to
ask their sighted colleagues for help with accessibility problems, and that blind
participants often lacked awareness of resources in the work environment [3].
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3 Study

To gain in-depth information about the nature of remote collaboration between
sighted individuals (SIs) and non-sighted individuals (NIs), we conducted a qual-
itative user study. Three mixed-ability teams (cf. Sect. 3.1) engaged in two-hour
problem solving sessions. The setup included video-conferencing, cloud storage,
browser, document editing tools, and assistive technology (for NIs). Before the
study, task and setup (cf. Sect. 3.2) were tested for accessibility with the help
of an expert of the Austrian Association for the Visually Impaired and Blind2.
Additionally, the task was pretested (with several SIs unrelated to the study) and
the setup was tested with all participants in a preparation meeting before the
study. This latter preparation phase led to a change in the task setup concerning
the chosen collaboration toolset (cf. Section 3.2).

3.1 Participants

Twelve participants (9m and 3f, aged between 23 and 64) including six NIs
were recruited via associations of visually impaired people and our university,
see Table 1. While no special knowledge or skills were required for participation,
we presumed the availability of an own computer, an internet connection, and,
for NIs, the use of assistive technology based on screen readers: one NI used
NVDA3, the others JAWS4 (a part additionally used a Braille display). One
of the NI has a residue of sight, but is considered blind by legal means. The
participants were randomly assigned to three teams, composed by two NIs and
two SIs, respectively.

3.2 Task and Setup

We created a custom problem solving task inspired by [8,10] in which a fictional
character addressed the team in a letter, asking for help in destroying Dracula.
This character disappeared and left behind accessible and inaccessible infor-
mation in the form of videos, images, texts, geolocations, links to websites, and
PDFs that helped the team develop a strategy. The information was grouped
and made accessible only via passwords, which had to be found by solving riddles
(e.g., converting a Morse code audio into natural text using a table). In a strategy
paper to be elaborated jointly, the teams had to determine Dracula’s strengths
and weaknesses, the perfect time and location to defeat him, mechanisms to
protect oneself, and a detailed defeat plan. The setup included OneDrive as a
cloud storage, Zoom for video conferencing, and Browser, Word (after accessi-
bility problems with Google Docs had been identified during preparation), or
Excel, for document viewing and editing (web and desktop versions).

2 https://www.blindenverband.at/en, last access 2024-04-02.
3 https://www.nvaccess.org/, last access 2024-04-02.
4 https://www.freedomscientific.com/products/software/jaws/, last access 2024-04-

02.
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Table 1. Study participants, their backgrounds and team assignments.

Team ID Visual Ability Screen Reder
Usage

Remote Collaboration
Tool Usage

Home Office
Working Habits

Team 1 P02 SI Sighted - Very often Exclusively

P05 SI Sighted - Very often Regularly

P09 NI Non-sighted JAWS Now and then Very often

P11 NI Non-sighted NVDA Often Never

Team 2 P01 SI Sighted - Very often Very often

P03 SI Sighted - Very often Exclusively

P08 NI Non-sighted JAWS Often Exclusively

P10 NI Non-sighted JAWS Now and then Never

Team 3 P04 SI Sighted - Very often Often

P06 SI Sighted - Very often Exclusively

P07 NI Non-sighted JAWS Never Never

P12 NI Non-sighted JAWS Often Exclusively

3.3 Data Sources and Analysis

During the study, an observer was present to take notes describing the respec-
tive team’s work. After collaboration, a 45-minute, semi-structured group
interview was conducted via Zoom, where participants shared their own impres-
sions and experience on collaboration. These interviews were recorded to facil-
itate analysis (through transcription and grouping of statements). Additional
data was collected via a questionnaire. Different online questionnaire tools
were tested for accessibility before SoSci Survey5 was identified as a suitable
tool. Further, we analyzed participants’ screen recordings (including system
audio and microphone input) for generally interesting observations rounding out
the questionnaire and interview responses to the division of labor, or the per-
ception of collaboration. Additionally, recordings were coded considering usage
of territories and assistance provided among participants.

4 Results

In this section, we report on the results of our original user study.

4.1 Perception of Collaboration

Participants generally stated that the collaboration was enjoyable, although
especially the NIs pointed out that the amount of information provided was
too extensive. The NIs of Team 1 stated that this contributed to a difficulty in
collaborating, as they had to invest a lot of time in reading the documents. In

5 https://www.soscisurvey.de/, last access 2024-04-02.
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addition, one of them claimed that the task would not have been solvable with-
out the help of SIs (cf. Sect. 4.3), as information was simply not accessible, which
was partly intended by the design of the study. Some NIs felt overwhelmed and
under pressure concerning their reading speed, although the SIs did not notice
any difference in pace. In Team 3, one SI e.g., mentioned that they did not have
the impression that the non-sighted colleagues needed more time to read through
documents. All SIs of the study stated that they found the collaboration very
enriching. None of them had experienced working with NIs before, and many
were unaware of the barriers they have to face or the way NIs work.

4.2 Division of Labor

When approaching their tasks, all teams followed a similar path of first individ-
ual overviews, before discussing and deciding how to proceed. For most people,
it became clear by the third riddle that task division was necessary to reach the
goal together. They determined who was going to work on which task and was
responsible for which information resource by how accessible it seemed. An illus-
trative example was looking up coordinates in the provided tool, where one NI
pointed out that map services should be taken over by an SI, as they are not easy
to use for NIs. Another example was translating Morse code into natural text,
where two NIs repeated heard Morse code for the SIs so that they could look
up the correct letter in an inaccessible translation table. Expected reading speed
was another criterion for dividing the tasks. Some NIs reported a feeling of being
rather slow in reading the provided information. This may also be due to the
amount of information that was only accessible for NIs via audio. Interestingly,
this was not perceived in this way by SIs, and yet it partly influenced the alloca-
tion of tasks. In one team (Team3), on the other hand, division of labor was not
always related to accessibility or anticipated reading speed. In fact, even as it
became clear that a table was poorly accessible, a NI was observed to navigate
this table until they got an approximate overview. While all teams completed
the task, elaborating a strategy within the given time, only Team 3 solved all
the riddles.

4.3 Assistance Among Participants

From our recorded material, we coded instances of content-related and -unrelated
assistance whenever a participant requested help from others (see Fig. 1). In
total, 52 assistance requests were coded for Team 1, 37 for Team 2, and 56 for
Team 3. The results of the questionnaire additionally showed that the partici-
pants who asked for or provided help felt that this was part of teamwork. Help
was asked for and openly and willingly accepted. Further, we found awareness
(see below) to play an important role in the context of assistance: it is necessary
to know what the person to be assisted is doing to provide adequate support.
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Fig. 1. Assistance requests by the individual members of our mixed-ability teams.

4.4 Awareness

During the group interviews, we asked whether it was always clear what the
respective other team members were doing. All participants agreed that it was
not clear in the beginning but became clearer as time progressed. This increase
in workspace awareness was mainly attributed to the always-on Zoom audio con-
nection. Especially Team 3 pointed out that workspace awareness was achieved
by the fact that individual team members e.g., read small text sections aloud,
thought aloud while working on them, or acoustically took responsibility for a
certain task or resource. Interestingly, screen reader output which was picked up
by the microphone was identified to take the function of an indirect awareness
mechanism. At least one screen reader per team could be constantly or partly
perceived by all team members and therefore provided awareness information.

Explicit awareness mechanisms in our tool set were partly asymmetrical.
Word Web at least provided such mechanisms for SIs (e.g., remote cursors), and
NIs were informed via screen reader when someone was currently revising a para-
graph or when they “stumbled” over another user with the screen reader. Within
OneDrive (directories, images, PDFs and videos), no explicit awareness mecha-
nisms could be observed. Although a version history indicated which documents
had been edited by whom, no real-time information, e.g., showed colleagues’
location in the shared directory. This could also be a reason why participants
were not always aware of their colleagues’ activities and further indicates a lack
of synchronous awareness mechanisms for both, NIs and SIs.

Related to the assistance requests discussed in Sect. 4.3, our data shows that
the majority noticed when someone needed help. For example, P08 NI of Team
2 frequently assisted their non-sighted colleague in accessibility issues and was
aware of their colleague needing help without them explicitly asking for it.

4.5 Territoriality

Territoriality according to Scott et al. [20] was previously shown to be helpful
for the analysis of collaborative interaction (e.g., learning about the visibility
of and shared access to certain workspace zones [14]). In our study, we coded
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Fig. 2. Territoriality within our teams. The first column shows how much time was
spent in the GTs, the second in the PTs, and the third in the STs.

participants’ interaction location according to the three territory types defined
in [20]: Personal Territory (PT), Group Territory (GT), and Storage
Territory (ST). In cases where several territories were visible on screen (mostly
by SIs), we coded only the one that was currently interacted in. Downloaded
files, participants’ notes and pages opened in the course of internet research
were considered PT. Documents that could be edited by several people at the
same time, e.g., Word Web and Excel files, were considered GT. Finally, the
OneDrive directory and information provided in form of images, links and videos
were considered ST, since participants could not modify them. Regarding the
permanence in territories (cf. Fig. 2), there was a trend in Teams 1 and 2 that
SIs seemed to spend most of their time in GTs while NIs relied more on PTs and
STs. This was however not true for Team 3, where it was particularly striking
that all the territories seemed to be used to the same extent by all its members.

Our analysis showed that territories had different functions for NIs and SIs,
and that territories existed simultaneously and were not concretely separable.
It additionally indicated that a PT can have a stress-relieving effect. A NI, for
example, claimed they felt overwhelmed and could cope with stress by switching
to their own PT. Further, we found that responsibility for the content of the
ST, in this certain setting, was not influenced by proximity ([20]) but rather by
accessibility. During the analysis, we noticed that transitions between different
territories can occur quickly (see Fig. 3). While most NIs tended to switch less
and had longer stays in the respective territories, there was an exception in Team
3 (cf. Fig. 3c) where all members switched quickly between territories.

4.6 Expected and Unexpected Accessibility Issues

Intended by study design, some visual data was inaccessible to NIs (due to lack of
alternative text). Partly, this material was jointly interpreted in close teamwork,
partly, SIs took over the interpretation, and there was one instance where a NI
used an online tool to make sense of a Morse code (instead of the provided table).
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Fig. 3. Changes in use of territories throughout the collaboration per user.

Additionally, we observed numerous unexpected accessibility issues. A table
designed to be accessible, proved to be tedious to navigate with screen readers,
and when navigating in OneDrive with a screen reader, some shortcuts did not
work, making it necessary to go over each and every item to arrive at the target.
Further, there were ambiguities on which operation was carried out with files
(e.g., select, download, or open a file) and it was sometimes not apparent if a
new item would open in the same or a new tab resulting in accidental closing
of tabs. While a possible explanation for these accessibility issues would be lack
of experience on the users’ side, most of our participants had worked with the
provided tools before (a majority had used OneDrive, only Word Web was rarely
used). The problems can thus not be exclusively attributed to lack of experience.
Interestingly, some technical issues were only observed for part of the NIs, hinting
at a high dependence on the employed ecology of tools and assistive technology.
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5 Discussion and Conclusion

In this paper, we described a qualitative study exploring remote collaboration
between SIs and NIs in mixed-ability teams. With this research, we intended to
gain a deeper understanding of the nature of collaboration in this setting, but
also to identify potentials as well as challenges and fault lines. The results of the
study actually indicate both, positive and negative aspects in collaboration.

On one hand, NIs had to face numerous unexpected accessibility problems
(in addition to intentionally included non-accessible material), lack of awareness
and navigation difficulties. Additionally, it showed to be hard for NIs to gain
and retain an overview of the task-related resources. This might be due to the
fact that information and navigation was reduced to the auditory channel, and in
some cases unfamiliar key combinations had to be used for navigation, increasing
learning efforts for NIs. On the other hand, our observations indicate that a
team may have a supportive role in collaboration, as e.g., non-accessible visual
clues could be described for the NIs by SIs, and NIs could help each other in
circumventing accessibility issues. This could suggest that non-sighted people
are well able to support each other in collaboration, because they know best
where difficulties exist and how they can be overcome.

Regarding the general collaboration process in mixed-ability teams, our find-
ings indicate that screen readers are only partially perceived as disruptive
(extending and emphasizing results of previous research [3]). The NIs in our
study, e.g., confirmed that in remote settings, listening to different auditory
inputs simultaneously is demanding, but also, that remote settings may allow lis-
tening to a screen reader loudly, without worrying about disturbing (co-located)
colleagues (cf. [3]). In future research, other forms of assistive technology could
thus be investigated in more detail within this setting. E.g., using Braille displays
might impact the collaboration experience differently, since no multiple auditory
inputs need to be processed simultaneously, but instead different senses (touch
and hearing) are engaged. Further, our findings suggest that direct (verbal) com-
munication played an important role in the collaboration process, as it turned
out to be crucial for assistance and awareness. Alternative communication chan-
nels (e.g., chat or comment functions) were not used by any of the three teams,
although they were generally available; it became apparent already during the
preparation phase that, e.g., the comment function in Microsoft Word Web is
difficult to access by NIs (also see [6]). Thus, such alternative communication
channels could be dealt with in a more targeted way in future research.

We summarize that in remote collaboration of teams with blind and sighted
members, NIs face several challenges, which may not only prevent light-hearted
interaction but also influence mood and overall perception of collaboration. Still,
we have seen many instances where appropriate assistive technology and an inclu-
sive mindset helped shape an environment of equal participation and inclusivity
that can be a great chance for future remote collaboration in similar settings.
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Abstract. In this paper, we propose a system for recognizing an expi-
ration date of a beverge package. A visually impaired user takes a photo
of the product. Then, the system automatically recognizes the expiration
date of the product and tells it to the user. The dates in the image were
sometimes skewed, misaligned, or partially missing. To solve these prob-
lems, we use Spatial Transformer Network (STN) to recognize skewed,
misaligned, or partially missing date images. STN explicitly allows the
spatial manipulation of data within the neural network. We propose a
dedicated CNN with STN expiration date recognition. The input to this
network is an image of the expiration date. The network has six STNs
to detect each digit of the date. Each STN outputs the rectified image of
the digits. The image of the digits is then recognized by the traditional
CNN. We trained the expiration date recognition network. The network
converged quickly, and the training was stopped in 10 epochs. We tested
this network on 1088 date images that were not used during training.
The experimental results showed that the system was able to achieve a
high recognition rate of 99.42% for the dataset without dates with spaces
and 98.44% for the dataset with dates with spaces.

Keywords: Character Recognition · Expiration Date · Spatial
Transformer Network

1 Introduction

People who are visually impaired can experience difficulties in many aspects of
daily life. Among them is shopping, which requires visual information. According
to the results of an interview with 14 visually impaired individuals about shop-
ping [1], they can go to the front of the product shelves by themselves, because
they remember the arrangement of the shelves in the supermarket. However, they
are unable to obtain the name, price, or expiration date of perishable foods. They
express a desire to enjoy shopping independently without the assistance of oth-
ers. In this paper, we develop a system that provides expiration date information
to the visually impaired.

Seker et al. created and published a dataset of 1,767 images and 12,000
date samples including synthesized images to train 13 forms of expiration date
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. Miesenberger et al. (Eds.): ICCHP 2024, LNCS 14750, pp. 517–524, 2024.
https://doi.org/10.1007/978-3-031-62846-7_61
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Fig. 1. example of the expiration date image written as dot matrix characters. Some
of them are skewed, misaligned, or partially missing

display formats [2]. In an experiment using the dataset, the recognition rate
was 97.74%. Zheng et al. proposed a character detection algorithm using DBNet
(a segmentation-based text detection method) as the base network, combined
with the Convolutional Block Attention Module (CBAM) to improve its feature
extraction of characters in complex contexts. They collected images of expiry
dates for 162 food items, a total of 2,161 images and tuned the model to be
better applied to expiry date recognition. They also adopt affine transformation
to address the skewed text lines that appear during printing characters. In their
experiment, the character detection accuracy reaches 97.9% on Jetson Nano
implementation.

Expiration dates are often written as dot-matrix characters. Such characters
are represented by a set of dots, as shown in Fig. 1. To recognize them, Ashino
and Takeuchi proposed an automatic recognition system using combination of
deep neural networks [4]. These works used object detection techniques to detect
the date region from an input image. When we examined the images of the
detected dates, we found that the dates were skewed, misaligned, or partially
missing. These images make date recognition difficult. To solve these problems,
a spatially invariant character recognition method is required. Jaderberg et al.
proposed the Spatial Transformer Network (STN), which explicitly allows the
spatial manipulation of data within the neural network [5].

In this paper, we propose a system for recognizing an expiration date of per-
ishable food products. We use STN to recognize skewed, misaligned, or partially
missing date images. We propose a dedicated expiration date recognition neural
network with STN.

2 Expiration Date Recognition System

2.1 Overview

We propose a system to recognize the expiration date of the products and output
it as audio. We assume that the expiration date is written in YY.MM.DD or YY
MM DD format. Figure 2 shows the flow of the proposed system. First, the
system detects the expiration date region from the input image. If the region is
detected, then the system recognizes the expiration date from the image. Finally,
the system tells the expiration date to the user.

2.2 Detection of Expiration Date Region

The expiration date region is detected by a conventional object detection tech-
nique. We use Faster R-CNN ResNet50 V1 640× 640 [6] as the date detection
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Fig. 2. Flow of proposed system

Table 1. Detailed implementation of the localisation network

layer no. of filters/units kernel size activation

Conv2D 8 7× 7 relu
MaxPooling 2× 2
Conv2D 10 5× 5 relu
MaxPooling 2× 2
Dense 32 relu
Dense 6 linear

R-CNN. The input image size is resized to 300× 400 pixels. We manually labeled
the product images containing the expiration date to enclose its region. Then
we trained the R-CNN by using the labeled images. The trained R-CNN is able
to detect the expiration date region in the image.

2.3 Recognition of Expiration Date

The system recognizes the expiration date from the detected expiration date
image. We propose a dedicated CNN with STN to recognize the expiration date,
as shown in Fig. 3. First, the image is input to six STNs. Each STN crops the
image of the region corresponding to each digit of the expiration date. Then, the
cropped images are recognized by traditional CNNs.

The input to this network is a 128× 32 pixel image of the expiration date.
The network has six STNs to detect each digit of the date. The STN consists of
localisation network and grid sampling. The localisation network estimates the
parameter of the spatial transformation from the input image. Grid sampling
samples the pixel from a transformed input image using the estimated param-
eters. In this way, the STN crops the image region of the corresponding digits
from the input image. The localisation network can correct image distortions to
make the image suitable for later image recognition.

Table 1 shows the detailed implementation of the localisation network. Note
that the last layer is initializeed all zeros and adds different bias to the output.
The outputs of six units are used as the parameters of the spatial transformation.
We use affine transformation as the spatial transformation.

All six STNs are identical except for the output bias. It is set to crop the
corresponding position of the expiration date image, i.e. only the horizontal
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transformation differs. Each STN outputs the rectified image of the digits with
a size of 16× 32 pixels. This digit image is then recognized by the traditional
CNN.

Fig. 3. Proposed expiration date recognition neural network

Table 2. Detailed implementation of the recognition CNN

layer no. of filters/units kernel size activation

Conv2D 32 3× 3 relu
Conv2D 32 3× 3 relu
BatchNormaiization
MaxPooling 2× 2
DropOut
Conv2D 32 3× 3 relu
Conv2D 32 3× 3 relu
BatchNormaiization
MaxPooling 2× 2
DropOut
Flatten
Dense 255 relu
Dense 10 softmax

The advantages of this method are as follows:
1. The STN can rectify the distortion of the image.
2. The output of the STN is a cropped image. Therefore, a conventional CNN

can be used for digit recognition, and the training time can be reduced by
pre-training the CNNs.

3. This method can output the whole date, not only each digit of the date as in
[4].

Table 2 shows the detailed implementation of the recognition CNN. The out-
put of this network is the probability of the corresponding number. Combine the
outputs of the six CNNs to obtain the final expiration date.
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Fig. 4. example of synthesized training images. The images are translated and rotated
randomly.

3 Experimental Results

3.1 Training

Detection Neural Network. In the detection part, we trained the R-CNN
using images of the beverage package including the expiration date. We manually
labeled the expiration date region for a total of 1,301 product images. We used
1,170 images for training and 131 images for validation. The training batch size
was one and the number of steps was 25,000.

Recognition Neural Network. In the recognition part, we cropped out 100
images for each number from 0 to 9. These images were used to pre-train the
CNNs in our method. We used 80 images for training, 10 for validation and
10 for testing. The batch size was 100 and we trained 10,000 epochs. The loss
function was categorical cross-entropy and the optimizer was Adadelta.

We synthesized the date images to increase the number of training images and
to improve the recognition of future dates. We also added random translation
and rotation to simulate the skewed, misaligned, or partially missing images.
We synthesized 90,000 images for training and 10,000 images for validation.
Examples of the synthesized images are shown in Fig. 4. These images were used
to train our proposed date recognition network. The batch size was 100 and
the training time was 100 epochs. We also used early stopping which stops the
training if there is no improvement in the validation loss during 5 epochs. The
loss function was the sum of six categorical cross-entropy and the optimizer was
Adam.

3.2 Results and Discussion

Detection Neural Network. We tested the R-CNN detection by using 147
images of the beverage package, which is not used in training. 140 out of 147
images were correctly detected, giving a detection rate of 95.2%.

Recognition Neural Network. We pre-trained the CNN in our network and
achieved a test result of 98%.

We trained the expiration date recognition network using this pre-trained
CNN. The network converged quickly, and the training was stopped in 10 epochs.
Figure 5 shows the loss and accuracy of the network. We tested this network
on 1034 date images that were not used during training and obtained a test
result of 99.42%. All the distorted images in Fig. 1 were correctly recognized. We
used the distorted training images. Therefore, this method can archive the high
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Fig. 5. Training loss and accuracy for date recognition network

Table 3. All the misrecognized images

recognition rate for real date images. All the misrecognized images are shown
in Table 3. These images can be correctly recognized by adding more training
digits to the synthesized training images.

3.3 Adaptation of Other Date Format

In the previous experiment, we excluded date images without spaces, as shown
in Fig. 6. Dates in this format account for 5% of all dates. We tested on 54
images with this format, only 10 images were recognized correctly. The overall
recognition rate dropped to 95.40%. To overcome this problem, we synthesized
the date images without spaces and used them for training. After the training,
we tested this network on 1088 date images. The result was 98.44%.

Fig. 6. Date image without spaces

3.4 Comparison with Other Methods

We have compared the performance of the expiration date recognition results
from recent studies (Table 4). Note that it is not possible to make a fair compar-
ison due to the different data used. All the results are obtained from the original
papers.
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Table 4. Quantitative comparison of the expiration date recognition methods.

method detection recognition (%)
no. of test images accuracy (%) no. of test images accuracy (%)

Ashino et al. [4] 30 90 30 97

Florea et al. [7] — — 60 72.7

Gong et al. [8] 727 98.20 727 95.44

Seker et al. [2] 665 98.31 665 97.74

Zheng et al. [3] — 90.2 — 98.1

Ours w/o space 147 95.2 1,034 99.42

Ours w space 147 95.2 1,088 98.44

Ashino and Takeuchi [4] collected 138 images of a beverage package and use
them for training and test. They used two DNNs to improve the recognition
performance. Florea and Rebedea [7] collected approximately 660 photos, taken
using a smartphone, which contain expiration date from a diverse range of food
products. They used convolutional recurrent neural network (RCNN) to detect
and recognize the expiry date in the image. Gong et al. [8] used 2,424 images of
a variety of food package images from different superstore sites. They used 70%
of the images for training and 30% for test. They used FCN and, which were
fine-tuned from dealing with texts to detect/recognize use-by date. Seker et al.
[2] collected 1767 real-world expiration date image by capturing food, beverage,
and medicine products, and used them training and test. Their method could
handle 13 expiration date formats. Zheng et al. [3] collected images of expiry
dates for 162 food items, a total of 2,161 images. They did not describe how
many images they used for the test.

Our method uses images of a beverage package, such as milk, as a data set.
It achieved a high recognition rate. In general, the recognition rate is high only
for a specific expiration date format and low in different formats.

4 Conclusion

In this paper, we proposed a system for recognizing the expiration date of per-
ishable food products. The system uses Spatial Transformer Network to correct
the distortion of the date image. In the detection part, the experimental result
showed that the system was able to detect 95.2% of the expiration date region in
the image. In the recognition part, the experimental results showed that the sys-
tem was able to achieve high recognition rate of 99.42% for the dataset excluding
dates without spaces and 98.44% for the dataset including dates without spaces.

As a future work, it is necessary to extend the system to output the expiration
date as audio. It is also necessary for visually impaired people to use the system
and provide feedback on it. We plan to implement the proposed system in a
smartphone application.
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